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Abstract. The article explores the growing integration of 
AI in the military sphere. It highlights its potential to 
improve efficiency and accuracy in field operations, 
predictive analytics, and logistics due to its ability to 
process large volumes and learn autonomously. The 
study also emphasizes the role of AI in analyzing data 
from various sources such as satellite images, 
intelligence information and social media, which helps in 
target identification and operation of autonomous 
vehicles. It also addresses important ethical and legal 
challenges, including transparency in decision-making 
and liability for errors or collateral damage. It raises 
concerns about the vulnerability of military systems to 
attack, their tampering and the potential for accidental 
damage. The research employs a qualitative review of 
existing literature on types of AI and applications in the 
military context, focusing on benefits and risks. The 
study aims to synthesize key issues related to military AI 
capabilities, oversight, and governance, providing 
directions and precautions for responsible development 
of AI in defense. 

Keywords. Artificial intelligence, algorithms, military, 
neural networks, technology. 

1 Introduction 

Artificial Intelligence (AI) is being increasingly used 
in the military field to improve efficiency and 
precision in field operations, predictive analysis, 
and logistics, among others. The ability to process 
large volumes of data in real time and to learn 
autonomously makes AI have great potential in 
defense and national security. 

However, its use also raises significant ethical 
and legal challenges, such as transparency in 
decision-making and liability in case of errors or 
collateral damage. 

Some civilian technology companies, 
particularly defense contractors, are actively 
involved in the field of military-grade AI. Though 
there are concerns that military AI systems could 
end up vulnerable to attack and tampering or 
cause accidental damage on a large scale. There 
are also questions about responsibility and 
transparency under the current geopolitical 
instability, especially when considering that the 
US, China, Russia, Iran, Turkey [4] and Israel, 
among other countries [32], lead the development 
of AI for large-scale military purposes. 

The potential of military-grade AI is vast and 
diversified, the importance of which lies in being 
able to analyze large amounts of data from 
different sources, such as satellite imagery, 
intelligence signals, communications, and social 
media, to identify patterns and trends that may be 
relevant to national security. With this capability, 
target identification from surveillance images and 
video provides| critical information on 
the battlefield.  

This brings us to the use of AI in weapon 
systems and autonomous vehicles such as drones, 
ground vehicles, and air defense systems, where 
human intervention is minimal. 

Therefore, the present study aims to examine 
the benefits and challenges of using artificial 
intelligence in military operations and defense 
systems. To this end, the research question is 
formulated: What are the main advantages and 
ethical concerns associated with the integration of 
artificial intelligence capabilities in military 
domains? The methodology is framed in the 
qualitative review of the existing literature on 
applications of artificial intelligence in the 
military context. 
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The review will analyze the documented 
benefits of AI for defense activities, as well as the 
ethical, legal and security risks highlighted by 
experts and researchers. Key themes related to 
military AI capabilities, oversight, and governance 
will be synthesized to identify promising directions 
and precautions for responsible defense 
AI development. 

2 Military Grade Artificial Intelligence 

Military-grade artificial intelligence refers to AI 
systems developed and used specifically for 
military and defense applications [16]. These AIs 
are designed to meet the rigorous 
requirements and challenges associated with the 
military environment [5], where one seeks to 
gain a decisive advantage over potential 
adversaries. Some characteristics of this type of AI 
are detailed below: 

– Robustness and Reliability: These AIs are 
designed to work reliably and withstand harsh 
conditions. They must be able to operate in a 
diverse range of environments and conditions 
often under extreme stress. This means that 
they must operate in hostile environments and 
resist physical damage, such as combat areas, 
and maintain their functionality even in the 
presence of interference or cyber-attacks [6]. 

– Processing capacity: These AIs are designed 
with advanced processing capabilities to 
ensure proper handling of large volumes of 
data. They can perform complex information 
analysis and processing tasks quickly and 
efficiently. This means that its design and 
development in many cases is tailored. 

– Autonomy: Many military applications require 
AI systems that can operate autonomously, 
without the need for constant human 
supervision. This involves tasks like navigating 
a drone across a battlefield, identifying, and 
tracking targets, or managing logistics and 
supply chains. 

– Adaptability: These types of AI are highly 
adaptable and can adjust to different situations 
and changing scenarios on the battlefield. 

They can learn and update their models and 
algorithms as new data is obtained and 
circumstances change. 

– Decision making: These AI systems often need 
to make decisions in real time, due to the 
changing dynamics of information. This 
requires advanced algorithms and high-
performance computing power. 

– Interoperability: These systems often need to 
integrate with others, just like military 
platforms. Consequently, it is required that 
they be designed with interoperability in mind, 
using standard protocols and interfaces 
whenever possible, since, due to their security 
characteristics, they must work under robust 
encrypted communication protocols such as 
AES-256, OMEMO or ZRTP. 

– Security and confidentiality: Given the 
sensitive nature of their tasks, military-grade AI 
systems must have rigorous security and 
confidentiality standards. This includes 
encryption, secure communication channels, 
and measures to prevent tampering or 
unauthorized access. The design of the chips 
must withstand cyberattacks, data corruption, 
equipment failures and other threats, because 
they will be used in high-risk 
military operations. 

– The design of the chips must withstand cyber-
attacks, data corruption, equipment failure and 
other threats, because they will be used in 
high-risk military operations. 

– Ethical considerations: The use of this type of 
AI raises a few ethical considerations. These 
systems must be designed in a way that they 
respect international law and minimize the risk 
of harm to civilians [29]. 

– Human-machine interaction: These AIs can 
operate autonomously or in collaboration with 
human operators. Human-machine interaction 
is essential in the military environment, where 
operators can harness the power of AI 
processing and analysis to support informed 
decision-making. 
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Table 1 summarizes the characteristics of a 
military-grade AI in terms of design, operability, 
functionality, and applications under a general 
vision. This is because its implementation and 
exact specifications vary according to the needs 
and requirements of each system, be it military or 
intelligence agency. 

Other additional details about this type of AI are 
that they often have access to massive amounts of 
data for training purposes, including military 
intelligence, surveillance data, and information 
from conflicts and war games.  This allows them to 
learn much faster and reach higher levels 
of performance. 

Table 1. Characteristics of a military-grade artificial intelligence 

Feature Description 

Design 

− Specifically designed for military applications. 

− Incorporates advanced algorithms and machine learning capabilities. 

− Adapts to challenging environments such as extreme weather conditions, 
interference, and cyber-attacks. 

Operability 

− It can work autonomously or in collaboration with human operators. 

− Integrated into military platforms and systems such as unmanned vehicles, 
surveillance systems and weapons. 

− Follow strict security and confidentiality protocols to protect sensitive information. 

Functionality 

− Recognition and processing of images and video in real time. 

− Analysis and evaluation of intelligence data for decision making. 

− Ability to predict and model scenarios. 

− Support in the identification and response to threats in real time. 

Applications 

− Surveillance and reconnaissance on the battlefield. 

− Perimeter defense. 

− Elimination of explosives with robots and drones. 

− Locating and tracking enemy targets. 

− Support in search and rescue operations. 

− Data analysis for the generation of military strategies. 

− Simulations and virtual training for military personnel. 

− Prediction and prevention of failures in military equipment and systems. 

− Smart cameras for facial identification. 

− Tactical loitering in urban warfare. 

− Synthetic aperture radar. 

− DNA profiling algorithms. 

− Intelligence recovery. 

− Asymmetric war. 

− Cybersecurity to protect digital assets and critical infrastructure. 

− Cyber defense and cyber-attacks. 

− Disinformation from deepfakes manipulating audios and images. 

− Prediction of weather patterns.  
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For this to be possible, cutting-edge artificial 
intelligence techniques are required that go 
beyond what is commercially available. Some 
developed by companies and military contractors 
specialized in AI, whose specific regulations and 
policies are focused on applications related to 
defense and national security. 

3 Technology and Artificial 
Intelligence 

AI-related technology presents its own 
developments and challenges, such is the case of 
AI chips, specialized for different functions within 
the armed and security forces [34, 23]. For 
example, AI for air superiority and defense uses 
vision systems and machine learning to identify 
and track targets. In the case of vehicle autonomy, 
it focuses on navigation, perception, and decision-
making, etc. 

Other applications include: 

– Surveillance and reconnaissance: They are 
used to analyze and process images and 
videos in real time with the aim of detecting 
and recognizing objects, people, or threats on 
the battlefield or in the civil sphere with national 
security interests. 

– Decision making: AI can analyze large 
volumes of intelligence data, providing 
valuable information in making strategic and 
tactical decisions. 

– Support military operations: AIs can assist in 
threat identification and response, as well as 
search and rescue operations. 

– Simulation and training: AIs can provide 
realistic simulations and virtual training for 
military personnel, allowing them to practice 
scenarios and improve their skills without real 
risk. To do this, it uses technologies such as 
augmented, virtual, and mixed reality, 
telepresence, and virtual worlds 
or metaverses [18]. 

Here are some examples of AI weapons already 
in use: 
− Harpy: Is an Israeli kamikaze drone that uses 

AI to autonomously seek out and destroy radar 
emitters and air defense systems. 

− The SGR-A1 is a South Korean automated 
turret gun robotic system manufactured by 
Samsung. It uses AI to detect human targets 
and attack them with firearms without human 
intervention. It is deployed along the Korean 
Demilitarized Zone. 

− Sky Warrior/Predator XP: It is an AI-powered 
drone from the US with improved automation 
and autonomy. This drone can launch attacks 
without human supervision. It is used for 
targeted attacks against high-value targets. 

− Mantis: Is an AI-guided manned machine gun 
developed by the American company 
SparkCognition. It uses computer vision to 
automatically detect and track human targets 
and guide the gunner's aim without 
manual adjustments. 

− A10-AJ: Is an AI upgrade developed by Boeing 
for existing A10 Warthog attack aircraft. It uses 
computer vision to identify targets faster than 
humans. Allows pilots to take on more threats 
in less time. It still requires a human operator 
to launch weapons. 

− Informant V2: Is an AI target recognition 
system developed by BAE Systems. It is 
designed to help soldiers identify potential 
threats and focus their attention on what 
matters most in combat situations. 

− LOCUST: Is a system made up of a swarm of 
AI-enabled drones being developed by the US 
Air Force. The swarm can autonomously 
detect and identify targets and then coordinate 
an attack with minimal human intervention [21]. 
There are similar initiatives being developed by 
other countries. 

− XQ-58A Valkyrie: Tactical air-to-air and air-to-
surface autonomous aircraft, which works with 
AI/ML for various operations. It is the first fully 
operational sixth generation aircraft. 

− Missiles: Several countries are developing AI-
guided missiles that can autonomously identify 
and track moving targets. Including the US 
Perdix microdrones swarm and China's DR-
8 missiles. 

− Tanks: The superpowers are investigating the 
use of AI to control tanks with greater 
autonomy, this includes automatic detection of 
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targets, navigation through various types of 
terrain and choosing optimal routes. 

− Submarines: AI and automation are being 
explored for underwater operations to handle 
complex tasks such as sensor data analysis, 
combat systems management and threat 
assessment. This technology aims to reduce 
the size of the required crew and increase the 
degree of autonomy. 

In fact, there is the first autonomous submarine, 
Boeing's XLUUV (Orca) that integrates 
these characteristics. 

− Ships: Unmanned AI ships are being 
developed for missions such as 
reconnaissance, mine detection and attack. 
Examples of this are the US Navy's Sea Hunter 
and Sea Hawk, and Norway's Black 
Hornet drone. 

− Artillery Systems: Some artillery guns are 
combined with AI and targeting automation, 
allowing them to spot, classify, and engage 
moving targets in seconds instead of minutes. 

− Roadrunner: Is a reusable vertical take-off and 
landing (VTOL) autonomous aerial vehicle 
(AAV). Its function is air and ground defense, 
in which it can launch, identify, intercept, and 
destroy various types of air threats. It uses 
multiple AI systems that allow a single operator 
to monitor swarms of these AAVs, creating 
autonomous collaborative platforms in 
the process. 

− Rifles: AI-assisted prototype sniper rifles can 
detect human targets, calculate range, wind, 
and suggest shot location. 

A variant used by US police is ShotSpotter, 
which uses specialized sensors and AI algorithms 
to detect gunshots in real time. These sensors can 
pinpoint the exact location of the shot and alert 
agencies in less than a minute. Also, machine 
learning algorithms are used to confirm if the 
recorded sound is indeed a gunshot. 

− Cyberglobes: Is a tool that detects criminal 
activities such as financial fraud, drug 
trafficking, cyber-attacks, and terrorist 
activities in real time through the analysis of 
data generated in social networks and 
conversations. In addition, the system has 

additional functions such as data mapping 
and geolocation [7]. 

− Sky shield: advanced Israeli multipurpose 
electronic warfare system incorporated into 
combat aircraft. Deploy countermeasures to 
counter threats, creating safe corridors for 
aircraft squadrons for defense and attack. 

− Drone Dome: is an anti-aircraft system against 
drones that nullifies them using electronic 
jammers and advanced AI that allows you to 
quickly locate these targets and nullify them 
using a laser beam director. 

− Imilite: Is a system designed for battlefield 
intelligence, surveillance and reconnaissance 
that integrates multiple sensors and platforms 
for intelligent and efficient exploitation. It 
specializes in the centralization and unification 
of processing and exploitation of various types 
of data such as images and videos and other 
types of intelligence. 

− MXSERVER: Is a video and photography 
media analysis tool that uses facial recognition 
and machine learning, which allow to identify 
suspects and provide useful information to 
security agencies. 

− Sea Breaker: Missile specialized in selective 
impacts using AI algorithms and 
artificial vision. 

− Iron Vision: Is a high-definition artificial vision 
system incorporated into tanks, which allows 
operators to observe the surroundings with a 
360-degree angle. This allows you to locate 
targets more precisely, with situational 
awareness powered by AI algorithms. 

− POWER, Persistent Optical Wireless Energy 
Relay or Energy Transmission Initiative. 
Wireless power transmission to troops and 
equipment on the battlefield, whose nodes are 
autonomous drones. 

− Directed energy weapons: It consists of 
accurately tracking air or ground targets and 
destroying them with laser beam shots 
mediated by advanced AI software. There are 
various prototypes under development and 
testing, for example the 8x8 VBCR system of 
the North American Stryker family. 
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− ChatGPT Military: OpenAI removed language 
prohibiting the use of its technology for military 
purposes from its usage policy, which 
previously included a ban on weapons 
development and warfare. While current 
OpenAI tools cannot be used directly for 
violence, they can assist in a variety of military-
related tasks, such as document processing 
and analysis. 

− Policy changes indicate a potential shift toward 
supporting operational infrastructure for 
military use (Biddle, 2024). Equivalently, China 
is employing a version like ChatGPT called 
Baidu's Ernie Bot and iFlyTek's Spark to train 
military AIs in automated combat simulations. 

There is a wide range of autonomous weapons 
and systems whose functionality falls directly to AI, 

Table 2. Artificial neural networks most used in the military field 

Neural Network Description Applications in the military field 

Convolutional Neural 
Networks (CNN) 

Designed to process structured 
data, such as images or 
audio signals. 

Detection and classification of objectives in 
images and videos, facial recognition for 
identification of people, analysis and processing 
of satellite images, drones, and intelligent 
surveillance systems. 

Recurrent Neural 
Networks (RNN) 

They are capable of processing 
sequential data and have 
feedback connections, which 
allows them to have memory. 

Natural language processing, such as social 
media sentiment analysis to identify opinions and 
attitudes, real-time machine translation of 
intercepted communications, automatic text 
generation in reports and analytics, intelligence 
data processing for pattern and threat detection. 

Generative Adversarial 
Neural Networks (GAN) 

They combine a generator and a 
discriminator to create synthetic 
and realistic samples. 

Generation of synthetic data for training 
detection and recognition algorithms, creation of 
synthetic images and videos for simulations and 
virtual training, generation of virtual adversaries 
to test and improve the security of defense and 
cybersecurity systems. 

Transforming Neural 
Networks- Transformers 

It employs attentional 
mechanisms used in natural 
language processing. 

Recognition and translation of languages in 
intercepted communications, analysis, and 
classification of documents to identify relevant 
information, intelligence information processing 
to identify patterns and threats, automatic report 
generation to provide real-time intelligence. 

Neural Networks for 
Sequence 
Analysis (Seq2Seq) 

These networks are applied in the 
development of multilingual 
communication, particularly in the 
collection and exchange of 
information between different 
groups and nations. 

Automatic translation of documents and 
communications in different languages with the 
aim of facilitating the exchange of information 
between different groups and nations in military 
settings or between intelligence agencies. 

NeuRBF: A Neural 
Fields Representation 
with Adaptive Radial 
Basis Functions 

It uses general radial bases in 
images with flexible position and 
shape, which allows the AI 
greater spatial adaptability and 
better adjustment to target 
signals, enlarging it without 
losing resolution. 

It uses high-precision imaging systems and 
analysis of 2D images and 3D fields from various 
sources, with the ability to regenerate grids 
and/or render for analysis of specific objects. 

Neural Networks for 
Anomaly Detection 

Designed to detect unusual or 
anomalous patterns in large 
data sets. 

Detection of suspicious activities or potential 
threats in surveillance data, network traffic or 
intrusion detection systems, critical infrastructure 
protection and defense systems. 
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which are currently in development or have limited 
operational use, apart from clandestine research 
by the military and private contractors that do not 
come to light publicly. While most still require 
human assistance for operation, the trend is clearly 
toward greater autonomy and less human 
involvement over time. 

For example, fifth and sixth generation fighter 
aircraft have built-in AI for reconnaissance, 
detection, planning and conventional and 
electronic attack with three-dimensional vision, 
eliminating the pilot from making decisions when 
multiple variables are presented that can confuse 
him in the field of combat. battle, such as attacking 
multiple targets and/or evading air-to-air or ground-
to-air missile attacks, or sharing data between 
different ships, even accompanying drones. 

A particularity of this technology is its 
scalability, that is, it can be updated and new 
developments incorporated into existing ones 
without having to start new developments from 
scratch, such is the case of integrated military 
systems; addressing open sensor system 
architectures, open modular sets of 
C5ISR/EW(CMOSS) standards and airborne 
capability environments, among others, involving 
technologies such as advanced radar systems, 
avionics, navigation, electronic warfare, signals 
intelligence , communications and other mission-
critical military systems. 

4 AI Algorithms 

In the military industry, there are various artificial 
intelligence algorithms that are widely used for 
various applications. Some of them are 
mentioned below: 

1. Artificial Neural Networks (ANNs): These are a 
type of machine learning algorithm inspired by 
the human brain. ANNs can be used for a 
variety of tasks, such as image recognition, 
Natural Language Processing (NPL), and 
speech recognition, among others. They are 
characterized by being a type of computational 
model inspired by the structure and functioning 
of the human brain. 

These networks are composed of multiple 
interconnected artificial neurons. Each neuron 

receives inputs that are processed by a set of 
activation functions, then produces 
conditioned outputs that are reprocessed 
recursively in the hidden layers until an ideal 
output is obtained. 

During the training of a neural network, the 
weights of the connections between the 
neurons are adjusted so that the network can 
learn to correctly map the inputs to the desired 
outputs. Learning algorithms, such as error 
backpropagation, are used to iteratively adjust 
the weights to improve network performance. 
The following table shows some types of ANN 
most used in the military field. 

2. Support Vector Machines (SVM): Is a machine 
learning algorithm that can be used for 
classification and regression tasks. SVMs 
work by finding a hyperplane that separates 
the data into two classes by maximizing the 
margin between the data classes. The training 
data is mapped to a higher dimensional space 
by a kernel function, which allows nonlinear 
hyperplanes to be found.  

During training, the support vectors, which are 
the closest data points to the separation 
hyperplane, are selected. During the 
classification stage, the new data is mapped to 
the same high-dimensional space and 
assigned to a class based on its location. 

3. Decision trees: They are supervised learning 
algorithms used for classification and 
regression tasks. Decision trees work by 
constructing a tree-like structure that 
represents the relationships between certain 
characteristics and the target variable. It is also 
related to random forest learning algorithms, 
which combine multiple decision trees to 
improve prediction accuracy. 

4. Variational autoencoders (VAEs): These are a 
class of deep learning models that combine the 
power of neural networks with probabilistic 
graphical models. They consist of two main 
components: an encoder network and a 
decoder network, where VAEs learn from input 
data that can be sampled to generate new data 
that is like it. VAE can learn to generate new 
images or data that are like the training data. 
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5. Computer vision: It is a branch of AI focused 
on allowing machines to interpret and 
understand visual data from the world around 
them. It is used for tasks such as object 
detection and tracking, facial recognition, and 
autonomous navigation. 

6. Natural Language Processing (NLP): It is a 
technology that allows you to summarize 
complex texts easily and quickly. It uses 
algorithms to identify and/or generate main 
ideas and summarize them in a shorter text, 
just like translators and chat bots. This 
technology can be used in various industries, 
ranging from education and journalism to 
electronic espionage systems. 

7. Cognitive computing: Deals with the creation of 
intelligent computing systems with the ability to 
reason, learn, solve problems, and make 
decisions without human intervention. In the 
military field it is used in image processing, 
strategic planning, logistics and cybersecurity. 

8. Multimodal models: Can understand and 
process multiple types of data simultaneously, 
such as text, images, audio, or multimodal 
combinations. This type of AI encompasses 
the previously mentioned models, plus others 
that are under development such as Large 
Language Models as Optimizers [19], which 
seeks to improve the performance of large 
language models (LLM) by optimization 
through PROmpting (OPRO); which is nothing 
more than meta-indications described in 
natural language that generates plausible 
solutions based on the description of a 
problem and the previous solutions. 

5 Advanced AI 

The field of artificial intelligence is constantly 
evolving, with new advances and technologies 
emerging all the time. These are some of the latest 
trends and projections in military AI extended to the 
civilian field with certain limitations [9]: 

− Machine Learning (ML): It is a branch of 
artificial intelligence "that focuses on 
developing algorithms and models that allow 
computers to learn and improve automatically 
from data, without being explicitly programmed 

for each specific task" [1] Algorithms are 
trained to find patterns and correlations from 
large data sets that lead to decision making 
and forecasts. 

− Deep Learning (DL): it specializes in training 
multilayer artificial neural networks so that they 
learn hierarchical representations of data. It 
has been a major driver of advanced AI 
research and applications in recent years. DL 
algorithms in conjunction with convolutional 
neural networks (CNN) and recurrent neural 
networks (RNN), have achieved remarkable 
results in various domains, including computer 
vision, NLP, and speech recognition. 

A variant of DL is analog deep learning based 
on neuromorphic computing, where 
programmable resistors are used that work in 
an equivalent way to transistors. These 
resistors form matrix layers that in turn create 
complex neural networks and analog 
synapses that work millions of times faster 
than biological synapses. 

− Generative AI: Involves the use of AI models 
to generate new content, such as images, text, 
and audio. Recent advances in generative 
models, such as generative adversarial 
networks (GANs) and transformer models, 
have led to significant advances in realistic 
image synthesis, text generation, and creative 
applications. These models can create highly 
compelling and diverse results, pushing the 
boundaries of AI-generated content. 

A recent development is Voicebox from the 
company Meta which is a generative AI that 
speaks. The system with a few seconds of audio 
(Flow Matching) can create a dialogue with a tone 
of voice identical to that of a human being. 

Although it is a private and restricted system, it 
allows, in principle, apart from translating and 
suppressing background noise, impersonating the 
voice of personalities and, therefore, creating very 
well-crafted scams and deepfakes. 

Developments like this are being incorporated 
into drones [12], where AI and voice recognition 
technology are integrated to make them 
self-sufficient. 
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− Large Language Models (LLM): Are a type of 
AI trained with a large amount of text-like data. 
They can generate human-like text based on 
the input they receive. In the military field, 
these models are used in a variety of ways: 

– Planning and Strategy: They assist in 
military planning by providing information, 
generating scenarios, and suggesting 
strategies based on historical data. They 
also help visualize and describe complex 
problems, making the planning process 
more efficient. 

– Data analytics: They allow you to analyze 
large amounts of text data, such as 
intelligence reports, and extract relevant 
information to identify patterns, trends, and 
threats that human analysts might miss. 

– Simulation and Training: Can be used to 
create realistic training scenarios for 
military personnel, generate dialogue, 
scenarios, and responses that help train 
soldiers for various situations. 

– Communication: They help in the 
translation of languages, being particularly 
useful in international military operations. 
They can also generate clear and concise 
reports, summaries, and other forms 
of communication. 

– Decision Making: By providing data-driven 
insights and predictions, LLMs can support 
decision-making processes in the military. 
They can help assess the potential results 
of different strategies and actions. 

− Generative AI in the data cloud: Consists of 
advanced generative AI services, including 
chatbots and intelligent search systems. An 
example of this service is the Snowflake 
platform with NVIDIA, which fuses high-
performance ML and AI with large volumes of 
proprietary, structured data.  Using this data, 
custom generative AI models can be built, 
ranging from hundreds of terabytes to 
petabytes of raw information, to create and 
tune custom LLMs that power specific 
applications and services. These services 
encompass advertising, media and 
entertainment, financial services, health care 
and life sciences, manufacturing, retail and 

consumer packaged goods, technology, 
and telecommunications. 

− Reinforcement Learning (RL): It is an area of 
AI that focuses on training agents to make 
sequential decisions through interactions with 
an environment. The RL has made significant 
advances in solving complex problems, 
including games, robotics control, and 
autonomous systems. Recent developments 
in RL algorithms, such as deep reinforcement 
learning and model-based RL, have shown 
impressive performance in challenging 
domains, leading to advances in autonomous 
vehicles, industrial automation, and more. 

− AI and Big Data: AI uses algorithms and ML to 
analyze large amounts of data to generate 
information that enables strategic planning and 
tactical execution. Big Data refers to the 
massive volumes of data that are generated 
within military operations, including sensor 
data, satellite imagery, and 
intelligence reports. 

The fusion of these technologies improves 
decision-making processes and operational 
efficiencies, helping to identify patterns and 
trends in data that may not be immediately 
apparent to human analysts. For example, 
they can be used to analyze data from various 
sources in real time, such as sensors, 
Unmanned Aerial Vehicles (UAVs), and 
soldiers to better understand the battlefield, 
weather conditions, and enemy movements. 

− AI and cybersecurity: Machine learning 
algorithms can detect patterns and anomalies 
that indicate potential threats, making them a 
valuable tool in the event of a cyberattack [20]. 
AI and ML are increasingly used in 
cybersecurity applications to detect threats, 
analyze risks, and protect networks. Some key 
areas where AI is used in 
cybersecurity include: 

– Malware detection: AI can identify 
malicious files and behavior that are 
unknown to or have eluded traditional 
antivirus software. This helps detect new 
and sophisticated cyberattacks. The 
military uses AI-enabled malware detection 
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to protect its networks and 
communication systems. 

– Intrusion detection: AI systems can monitor 
network traffic for anomalies and 
suspicious patterns that indicate a cyber-
attack or security breach is taking place. 

– Threat intelligence: With high processing 
power, AI can analyze large volumes of 
data on cyber threats to identify patterns, 
associate threats with actors, and predict 
future attacks [11]. This threat intelligence 
helps the military strengthen its defenses 
against specific adversaries. 

– Vulnerability management: AI systems can 
identify and prioritize vulnerabilities in 
software, which helps organizations and 
the military patch vulnerabilities before they 
can be exploited by attackers. 

– Cybercrime: Some experts [36, 13] argue 
that AI will also enable more sophisticated 
cyberattacks and weapons in the future. 
The military has an interest in developing 
defensive and offensive AI-powered 
cyber capabilities. 

− Explainable AI (XAI): Aims to improve the 
interpretability and transparency of AI 
systems. While DL's models have achieved 
remarkable performance, their decision-
making processes are often viewed as black 
boxes. Recent developments in XAI research 
focus on the development of techniques and 
algorithms to provide explanations and 
insights into the predictions and decisions of AI 
models. This is crucial to build trust, address 
bias, and ensure ethical and responsible AI 
systems, whose actions can be easily 
understood by humans. 

− AI and Edge Computing: Edge Computing 
involves processing data where it is generated 
(i.e., at the "edge or perimeter" of the network), 
rather than in a centralized location. By 
leveraging edge computing, AI models can be 
deployed directly to devices enabling privacy-
sensitive and real-time AI applications. This 
includes applications in autonomous vehicles, 
Internet of Things (IoT) devices with all their 
variants [17] and smart city infrastructure, 

where low latency, privacy and bandwidth 
constraints are critical considerations. 

− AI that designs chips: It is a scalable 
technology that aims to create processors 
automatically. As a particular case at the time 
of writing this article, there is Qimeng No 1 
technology, which exceeds 4000 times the 
intelligence of ChatGPT4. Although this 
technology is far from designing chips at 
scales equivalent to high-performance chips, 
the proof of concept has been passed, so 
getting custom processors is only a matter 
of time. 

− Neurotechnology: Research is being done on 
the ideal creation of a brain-computer 
interface, implants, and neural prostheses. 
Integrating neurotechnology with AI provides 
opportunities to collect vast amounts of neural 
data that can be used to train artificial 
intelligence systems [31]. 

For example, data from brain-computer 
interfaces can be used to identify neural 
patterns that correspond to certain thoughts, 
intentions, or actions. This data helps improve 
algorithms that can interpret and react to 
neural signals. For example, Augmented 
Cognition: Employs neural interfaces that may 
one day be used to improve cognitive abilities 
such as focus, memory, and situational 
awareness for soldiers and 
intelligence personnel. 

− Neurotechnology in the military and 
intelligence field has several potential 
applications such as lie detection. There is 
research on using brain data to detect 
deception more accurately than traditional 
polygraph tests. 

There is brain reading, where it is speculated 
that one day it will be possible to decode 
complex thoughts directly from brain activity, 
which could have important implications for 
security [22], surveillance and intelligence 
gathering. 

However, this application is still highly 
controversial and speculative now [24]. Brain-
controlled drones and robots are another 
potential application, where experiments have 
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shown that subjects can control drones and 
robotic arms using only their brain signals. 

This could allow a soldier to operate military 
equipment remotely without compromising his 
personal integrity on the battlefield. Work is 
also underway to improve prosthetics through 
neural interfaces that provide more natural 
control in injured soldiers. 

− Organoid intelligence: Its goal is to create 
standardized brain organoids to develop 
biological artificial intelligence, since current AI 
systems have scaling problems that require 
increasing amounts of energy and data, while 
the human brain, on the other hand, uses 
progressive learning [33]. 

The bioengineering that supports this research 
aims to cultivate standardized human brain 
organoids with glial cells, using microphysiological 
systems to recreate brain architecture and 
functionality and take advantage of them with 
interface technologies and artificial intelligence 
[28]. In the end, what is expected is to provide 
information to the organoids and measure their 
output leading, for example, to training organoids 
for tasks like playing video games or 
controlling robots. 

In terms of projections, AI is expected to 
continue to become more integrated into the 
military field. We will likely see more personalized 
experiences thanks to AI, as well as improvements 
in civilian areas like healthcare, transportation, and 
education. However, these advances will also 
bring challenges, particularly around issues like 
privacy and security. 

6 Discussion 

While the general characteristics of military AI are 
like commercial AI in terms of machine learning, 
computer vision, etc., the scope, performance, 
security, ethics, and role within the military make 
these systems distinct from what is commercially 
available. Added to the fact that the resources 
allocated to invest in this technology are greater 
and, therefore, expands the boundaries of AI 
technology as stated. 

There are ethical questions surrounding the use 
of AI for lethal purposes. Some argue that AI 
should only be used for defensive or support 
functions, and not to carry out attacks. However, 
others believe [25, 14] that AI weapons will be 
inevitable, and the focus should be on ensuring 
that they are used responsibly [22]. 

Some experts [35, 26] argue that humans 
should always maintain ultimate control over any 
weapons system involving AI. Others believe that 
full autonomy is inevitable and necessary to keep 
up with technological advances from potential 
threats [3, 15], especially when geopolitical 
dynamics today are increasingly unstable. 

Another aspect to consider is the potential use 
of military AI to spy on civilians. Although 
espionage is not new, the use of AI for this purpose 
is new, with the particularity that not only these 
actions are carried out by the militia, but also by 
civilians. This is an example that military AI 
developments are inevitably making their way into 
civilian life in various contexts that can negatively 
affect privacy, surveillance, and other aspects of 
daily life. Recently, a study by [10] has exposed 
how military AI for use in intelligence operations to 
identify terrorist cells is being used for monitoring 
and surveillance of employees, especially in the 
United States. 

The objective is to carry out a data analysis to 
identify organizers where the possibility of labor 
strikes arises and act against them.  For example, 
locating organizers so that their employers can fire 
them before they form a union. This system can be 
used by employers during the personnel 
recruitment process, to avoid hiring future union 
organizers or people who have had a problem in 
places where they previously worked. 

The problem does not end here, since some AIs 
are used for emotion detection, which still has 
flaws, proven biases, discrimination, and wrong 
assumptions. This means that people can be 
falsely accused. This scenario currently lacks 
regulation and, therefore, several companies are 
using this type of technology without any control or 
guarantee of transparency. It follows that as AI 
becomes more integrated into our lives, questions 
related to ethics and standards become 
more important. 

This includes issues such as data privacy, the 
possibility of algorithmic bias, and the impact of AI 
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on jobs; demanding continuous research and 
development in security and exploration of 
methods to ensure the safe and reliable 
implementation of AI systems. Looking to the 
future, military AI has several highly relevant 
developments and projections, with the potential to 
improve exponentially, following the pattern of 
Moore's Performance Law [27]. 

This implies high computational power and data 
available to train AI models that doubles 
approximately every two years. As it is, there are 
continuous advances in deep learning, with the 
exploration of more sophisticated architectures, 
optimization techniques, and training strategies to 
tackle even more complex tasks. 

This advancement goes hand in hand with the 
continuous improvement of unsupervised learning 
and self-supervised learning [30, 2], making it 
easier for military AI systems to learn from 
unlabeled data and reduce their reliance. to large 
datasets. These developments have also brought 
an increased focus on ethical and responsible AI 
practices [8]. This includes addressing issues like 
bias, fairness, transparency, and the robustness of 
AI systems. At this stage, the integration of AI with 
other emerging technologies is being explored. 

This includes neurotechnology, neuromorphic 
computing, and quantum computing. These 
integrations envision new possibilities for 
improving the computational power and 
algorithmic capabilities of AI. For example, they 
have the potential to revolutionize diagnosis, 
treatment, and healthcare delivery by ensuring 
interoperability and security in critical systems, 
improving healthcare overall, discovering new 
drugs, and scaling personalized medicine to new 
levels. While the technologies have great potential 
to transform many fields, there are also ethical 
concerns regarding their use in corporate, societal, 
and global military and surveillance. 

AI when making autonomous decisions can 
have consequences in people's lives. This entails 
establishing an ethical and legal framework for its 
use in the military field and clearly defining 
responsibility in case of errors or collateral 
damage. Future developments will need to be 
balanced with consideration of privacy, security, 
and human rights. Thus, the reliance on AI in 
military operations can be a risk if systems fail or 
are compromised by adversaries. 

At this point, AI can be susceptible to bias and 
discrimination, triggering negative consequences 
in military operations by undermining confidence in 
critical systems. It is also important that the military 
proactively address these challenges and work on 
solutions that enable the responsible and effective 
use of AI. 

7 Conclusions 

Military-grade AIs are designed to meet the needs 
of the military in various areas, considering 
advanced processing capabilities, adaptability, 
and security, among other aspects. Its application 
ranges from recognition and surveillance to 
predictive analysis for strategic decision making. 
Its objective is to improve the effectiveness and 
performance of military operations such as 
autonomous vehicles (such as drones or 
unmanned submarines), cyber defense, logistics 
and supply chain management, among others. 

AI is increasingly playing a crucial role in 
improving cybersecurity defenses for the military. 
By automating tedious tasks, accelerating threat 
detection, and assisting with threat intelligence, AI 
technologies can help the military more effectively 
protect their digital assets and critical infrastructure 
against cyberattacks. 

While fully autonomous weapons may not yet 
exist, there are many examples of AI enhancing 
existing weapons systems by providing detection, 
prioritization, tracking, and target recommendation 
capabilities, but the ultimate decision to engage 
and use lethal force still it falls to a human operator 
for now. There is an ongoing military artificial 
intelligence arms race among various nations, 
which raises numerous pressing ethical and 
security considerations that must be addressed as 
this technology continues to develop. 

Notably, much of this technological 
advancement is occurring outside of public 
scrutiny. It should also be acknowledged that 
increasing geopolitical tensions between major 
world powers are accelerating efforts to develop 
advanced AI for both cybersecurity defense and 
potentially offensive cyber capabilities, further 
exacerbating an arms race in this domain. 

Consequently, as AI systems are increasingly 
deployed for purposes of both cyber defense and 
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cybercrime, careful international governance and 
oversight will be vital in the future to help manage 
the complex ethical and security implications of 
progress in these technologies. 
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Abstract. Wildlife holds an important role within the 
Amazon biome. However, wildlife identification and 
documentation methods in the Amazonian wilderness 
pose considerable challenges for fauna biology and 
ecology professionals. This complexity arises from the 
demand for specialized expertise and the substantial 
investment of time required. This challenge is 
compounded by the remarkable resemblance between 
various animal species. In this study, we delve into the 
feasibility of diverse iterations of the YOLO (You Only 

Look Once) algorithm in order to detect wildlife species 
in the Peruvian Amazon. Our assessment covers a 
spectrum of YOLO versions, including YOLOv5x6, 
YOLOv5l6, YOLOv7-W6, YOLOv7-E6, YOLOv8I, and 
YOLOv8x. To empower our models, we embarked on a 
training journey using a dataset comprising 653 images 
thoughtfully collected from reputable sources in ecology 
and tourism marketing. This dataset encompasses six 
species: Ara ararauna, Ara chloropterus, Ara macao, 
Opisthocomus hoazin, Pteronura brasiliensis, and 
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Saimiri sciureus. Our efforts show the efficiency of the 
YOLOv5l6 model, which stands out prominently in all 
metrics evaluated. This model achieves a Precision rate 
of 86.1%; Recall of 84.7%, F1-Score measuring 85.39%, 
and mean Average Precision (mAP) of 88.1%. 
Noteworthy is the fact that this model also boasts the 
swiftest training time among its counterparts, with a total 
30.71 minutes. These findings offer promising prospects 
for refining our understanding of Amazonian wildlife 
species and establishing proactive measures to 
safeguard those that face potential vulnerability or 
endangerment. The YOLO algorithm's capabilities 
underscore the confluence of technology and ecological 
conservation, providing optimism for the preservation of 
the Amazon's intricate biodiversity. 

Keywords. Wildlife species, Peruvian Amazon, YOLO, 
object detection, transfer learning. 

1 Introduction 

Amazon biome is one of the main sources of 
biodiversity in the world's ecosystems [1]. Wildlife 
is an important component within its territory [2, 3]. 
While the species list is growing all the time, only a 
fraction of the Amazon’s enormous biodiversity is 
known to science [4, 5]. 

According to estimates only 90-95 per cent of 
mammals, birds and plants are known, only 2-10 
per cent of insects have been described, and only 
2,500 from the approximately 6,000 – 8,000 
amazon fish species have been described [6]. 
Eight countries share responsibility for the 
Amazon, one of them is Peru which is home of 
11.27 per cent of the biome. Peru stands out as 
one of the most biodiverse countries in the world. 

The extensive Amazonian forests cover 62% of 
the Peruvian territory and they are home to 
approximately 50% of the plant species registered 
by the Ministry of Environment-MINAM [7]. This 
remarkable diversity also includes numerous 
wildlife endemic species in the region. 

For example, 115 endemic bird species have 
been identified (representing 6% of the world total), 
109 mammal species (27.5% of the world total), 
185 amphibian species (48.5% of the world total) 
and 59 endemic butterfly species (12.5% of the 
world population) [8]. 

The efforts to conservate and manage fauna in 
the Amazon Biome does not still fill gaps of 
knowledge about tropical fauna [3, 9]. It is needed 

to strength accurate identification and monitoring 
of wildlife through discovering and documentation. 
Tradition-ally the identification is based on different 
biological assessments of biodiversity. 

However, identification and documentation 
methods of wildlife in the Amazon represents a 
considerable challenge for professionals engaged 
in population biology and ecology studies, as it 
involves a high cognitive load and significant time 
consumption [10]. This difficulty is attributed to the 
existence of multiple types of animals that exhibit 
high similarity to each other, making difficult their 
precise classification [11]. 

Over the past few decades, automated species 
identification has brought about a revolution in 
conventional methodologies [12]. Recent research 
has demonstrated the emergent use of artificial 
intelligence (AI) and more specifically computer 
vision in the identification and monitoring 
biodiversity species, is the case of MobileNetV3 a 
deep learning model that were successfully used 
enabling faster and more efficient analysis at 
identifying mangrove species [13]. 

The same technology has been used to detect 
plant species [14]. Similar technologies have 
contributed to detect camels on roads [15], as well 
as to identify rodent species [16]. Another example 
is the use of AlexNet model to identify ringed seal 
of the Saimaa, according to results the experiment 
get an accuracy of 91.2% in the individual 
identification of species [17]. 

In the same line, [18] proposed a framework for 
animal’s recognition which consisting of 2 
Convolutional neural network (CNN) based models 
for image classification, results show values close 
to 90% in the identification of 3 most common 
animals. [19] proposed the application of a 3-
branch VGG CNN in parallel with the aim of 
recognizing wild animal species. CNN has 
contributed to recognize wild boars [20] 
toads/frogs, lizards and snakes [21]. 

The transfer learning architecture called 
YOLOv3 has enabled the wildlife monitoring [11]. 
The advantages offered by CNN’s applications in 
image recognition have been applied for different 
purposes [22, 23, 24], constructed the wildlife 
dataset of Northeast China Tiger and Leopard 
National Park to identify and process images 
captured with camera traps. Using three deep 
learning object detection models YOLOv5, FCOS 
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and Cascade R-CNN, they found an average 
Accuracy of 97.9%, along with an approximate 
mAP50 of 81.2% for all three models. Along the 
same lines, [25] used a transfer learning approach 
to detect the presence of four endangered 
mammals in the forests of Negros Island (Viverra 
tangalunga, Prionailurus javanensis sumatranus, 
Rusa alfredi and Sus cebifron). 

The authors used the YOLOv5 model as a 
detection method. The trained model yielded a 
mean mAP50 of 91%. [26] proposed the 

identification of snake, lizard and toad/frog species 
from camera trap images using CNN. The results 
obtained by accuracy were 60% in the validation 
stage. [27] proposed a system to detect animals on 
the road and avoid accidents. 

To do this, the animals were classified into 
groups of capybaras and donkeys. The authors 
used two variants of pre-trained CNN models: 
Yolov4 and Yolov4-tiny. 

The results showed an accuracy of 84.87% and 
79.87% for Yolov4 and Yolov4-tiny, respectively. 

 
Fig. 1. General architecture of YOLO object detectors 

 
Fig. 2. Methodology used for the detection of wildlife species in the Peruvian Amazon 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 325–340
doi: 10.13053/CyS-28-2-4715

Detection of Wildlife Species in the Peruvian Amazon Using Transfer Learning 327

ISSN 2007-9737



As shown, there are important advances at animal 
detection using deep learning technologies. 

However, they have not been applied to detect 
wildlife species in the Peruvian part of the Amazon 
biome yet. The main objective of this study was to 
evaluate the application of the YOLO algorithm in 
its versions YOLOv5x6, YOLOv5l6, YOLOv7-W6, 
YOLOv7-E6, YOLOv8I and YOLOv8x in the 
detection of wildlife species in the 
Peruvian Amazon. 

To achieve this, we have evaluated the 
aforementioned models using the following 
metrics: Precision, Recall, F1-Score and mAP50, 
applied to six species: Ara ararauna, Ara 
chloropterus, Ara macao, Opisthocomus hoazin, 
Pteronura brasiliensis and Saimiri sciureus. 

In addition, as part of our contribution to the 
scientific community, we provide a labelled dataset 
for classification and/or detection of these species. 
We have structured the remaining contents of the 
paper as follows: In Section 2, the methodology 
adopted to conduct the experiments is presented 
in detail. 

Results and discussions are addressed in 
Section 3, while our conclusions are presented in 
Section 4. 

2 Material and Methods 

We performed our experiments using the machine 
learning technique called transfer learning, which 
consists of using previously learned knowledge 
trained on large volumes of public images [28, 29]. 
Specifically, we have used the object detection 
algorithm in images and video called YOLO (You 
Only Look Once) in its versions YOLO-v5 [30], 
YOLO-v7 [31] and YOLO-v8 [32]. 

We trained and evaluated our models on a 
computer with these characteristics: AMD A12-
9700P RADEON R7, 10 COMPUTE CORES 
4C+6G at 2.50 GHz, 12 GB RAM, Windows 10 
Home 64-bit operating system and x64 processor. 

The development environment used was 
Google Colab with GPU accelerator type A100. 
Figure 1 shows the general architecture of YOLO, 
taking as reference the study presented by [33, 
34]. The main components of YOLO are 
listed below: 

– Backbone: The backbone is usually a 
convolutional neural network that extracts 
useful features from the input image [33]. 

– Neck: The neural network neck is used to 
extract features from images at different 
stages of the backbone. YOLOv4 make use 
of Spatial Pyramid Pooling (SPP) [35] and 
Path Aggregation Network (PAN) [36]. 

– Head: Is the final component of the object 
detector; this component is responsible for 
making the predictions from the features 
provided by the spine and neck [33]. 

In Figure 2, we show the methodology used for 
the detection of wildlife species in the Peruvian 
Amazon using transfer learning. It is composed of 
four phases, they are: Obtain images, images 
preprocessing, training models and testing and 
getting metrics. Each step of the proposed 
methodology is detailed below: 

Table 1. Number of images per wildlife species 

Species Quantity 

Ara ararauna 232 

Ara chloropterus 50 

Ara Macao 52 

Opisthocomus hoazin 100 

Pteronura brasiliensis 110 

Saimiri sciureus 109 

Total 653 

 

Fig. 3. Image labeling process in the labeling tool 
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2.1 Image Obtaining 

At this stage, we have searched for wild animals’ 
images by their scientific name. The images were 
collected from websites related to ecology studies 
and tourism marketing; such as Rainforest 

expeditions [37], Go2peru [38], Ararauna 
Tambopata [39]. 

Then, in order to download the images with 
high resolution, we have used the Fatkun Batch 
Download Image extension in its version 5.7.7 by 
the Google Chrome [40], as it was used in previous 

 
Fig. 4. Dataset division for learning transfer process 

 

Fig. 5. Images distribution by classes in datasets training, validation and test 
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studies [41]. Finally, we have selected and filter 
manually only the images in jpg format. 

2.2 Image Processing 

This stage encompassed the process of image 
curation, organization and labeling. The curation of 
images was made according to the species to be 
identified, since the search yielded images related 
to the keyword. In Table 1, It is shown the total 
summary of images by species in the first dataset 
after selection. 

We have performed the images labeling 
manually. For this purpose, we have used the 
labelImg tool [42]. In Figure 3, we show an 
example of this labeling task in the specie Saimiri 
sciureus. As a result of this process, a textual file 
is generated and it fulfills the mission to designate 
each image. 

Internally this file encompasses both the class 
to which the image belongs and the coordinates 
delimiting the bounding boxes containing the 
image. Finally, we have divided the dataset 
as follow: 

We divided the dataset into 85% (556 images) 
for training, 10% (65 images) for validation and 5% 
(32 images) for testing. Figure 4 shows this 
division graphically. 

In Figure 5 we show a summary of the 
distribution of classes in the datasets used to train, 

validate and test the species detection models 
based on the YOLO architecture. 

2.3 Trining Model 

During this phase we conducted out our 
experiments with the object detection algorithm 
YOLO in its versions: YOLOv5x6, YOLOv5l6, 
YOLOv7-W6, YOLOv7-E6, YOLOv8I and 
YOLOv8x. Within the file called 
‘custom_data.yaml’ we have defined the 
configuration of the path to the training, validation 
and test images. 

In the same file, we have additionally 
configurated the classes as follow: Scientific 
names: [Ara_ararauna, Ara_chloropterus, 
Ara_macao, Opisthocomus_hoazin, 
Pteronura_brasiliensis, Saimiri_sciureus]. 

2.4 Testing and Getting Metrics 

We performed our tests with a video adapted from 
the public videos: "Vive como sueñas | Reserva 
Nacional Tambopata" from the Ministry of 
Environment [43, 44] and the video "Manu & 
Tambopata'' from the Antara-Peru travel agency 
[45]. Figure 6 and Figure 7, respectively, show a 
screenshot of these videos. 

Table 2. Confusion matrix for three classes 

Prediction 

True A B C FN 

A n�� n�� n�� n�� + n�� 

B n�� n�� n�� n�� + n�� 

C n�� n�� n�� n�� + n�� 

FP n�� + n�� n�� + n�� n�� + n��  

Table 3. Configuration and training times for models 

Model Epochs Batch Input (resolution) Training time in minutes 

YOLOv5x6 70 16 640x640 57.94 
YOLOv5l6 70 16 640x640 30.71 

YOLOv7-W6 70 16 640x640 57.48 
YOLOv7-E6 70 16 640x640 60.36 

YOLOv8l 70 16 640x640 37.14 
YOLOv8x 70 16 640x640 62.20 
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We have used the metrics: Precision, Recall, 
F1-Score and Mean Average Precision (mAP), and 
additionally the confusion matrix in order to 
evaluate the performance of the models. 
Subsequently we proceed to detail each of these 
metrics: Confusion matrix: It is an ���, dimension 
table where n represents the number of classes or 
objects to be detected. 

This metric allows to evaluate the performance 
of a classification algorithm by counting the hits 
and mistakes in each one of the model classes. A 
confusion matrix for three classes is observed in 
Table 2, which can be extrapolated to object 
detection and classification problems with 
n classes. 

where: 

FN represents false negatives. 

FP represents false positives. 

��� represents the true positives (TP) for class A. 

��� represents the true positives (TP) for class B. 

��� represents the true positives (TP) for class C. 

The true negatives (TN) for class: 
A=��� + ��� + ��� + ���. 
The true negatives (TN) for class: 
B=��� + ��� + ��� + ���. 
The true negatives (TN) for class: 
C=��� + ��� + ��� + ���. 

Precision: This metric, also known as positive 
predictive value (PPV) indicates the proportion of 
cases correctly identified as belonging to a specific 
class (e.g., class C) among all cases where the 
classifier claims to belong to that class. 

In other words, accuracy answers the question: 
Considering that the classifier predicts that a 
sample belongs to class C, what is the probability 
that the sample actually belongs to class C? [46, 
47]. Equation 1 illustrates the calculation of 
this metric: 

Precision=
TP

TP+FP
, (1) 

where: 

TP=True Positive. 

FP=False Positive. 

Recall: This metric, is also referred to as 
Sensitivity or True Positive Rate (TPR) measures 
the ratio of positive correctly identified positive 
cases (for our case study it represents the species 
to be identified) by the algorithm [48] Equation 2 
shows the formula for calculating this metric: 

Recall=
TP

TP+FN
. (2) 

F1-Score: It is defined as a harmonic mean of 
precision and recall. The F1 score reaches its best 
value at 1 and its worst value at 0. Equation 3 
shows the formula for calculating this metric: 

F1 � 2 ∗ ��������� ∗ ������
��������� + ������ . (3) 

Average Precision (AP): This metric 
represents the relationship between precision and 
recall at different confidence thresholds, in addition 
to quantifying the ability of the detection model to 
discriminate between positive and negative 
classes. It is calculated from the Precision-Recall 
curve (PR Curve). Its value varies between 0 and 
1, where an AP of 1 indicates perfect detection and 
AP of 0 indicates random detection [49, 51]. 

 

Fig. 6. Screenshot of video: "Vive como sueñas  
Reserva Nacional Tambopata" 

 

Fig. 7. Screenshot of video: "Manu and Tambopata” 
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The mathematical operation for this calculation 
is shown in Equation 4: 

��� � � ���������
�

�
,  (4) 

where P and R refer to the precision and recall of 
the detection model that we detail in Equations (1) 
and (2), respectively. Mean average precision 
(mAP): We have calculated this metric by 
averaging the Average Precision (AP) values for all 
classes present in the dataset. 

Its value fluctuates between o and 1, where 1 
indicates perfect performance, i.e., all detections 
are correct and there are no false positives or false 

negatives. In Equation 5 we show the formula for 
the calculation of this metric:  

!�� � 1
�  " ���

#

�$�
. (5) 

3 Results and Discussions 

Table 3, shows the configurations we have made 
for each YOLO version we used within our 
experimental framework, along with their 
corresponding training duration measured in 
minutes. Our selection process adhered to the 
guidelines outlined in the official documentation. 

 
Fig. 8. Evaluation and performing metrics of the models during training. (a) YOLOv5x6 model, (b) YOLOv5l6 model, 
(c) YOLOv7-W6 model, (d) YOLOv7-E6 model, (e) YOLOv8l model and (f) YOLOv8x model 
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According to this, we have chosen the two best 
pre-trained models per version [52]– [55]. We have 
made a particular exception for YOLOv7 because 
the YOLOv7-D6 and YOLOv7-E6E versions, which 
have a slightly better AP value, required a high 
computational cost for training, so we opted to use 
the YOLOv7-W6 and YOLOv7-E6 versions. 

Figure 8 presents the metrics for evaluating and 
monitoring of the selected model’s performance 
during training. The metrics are focused on the 
prediction accuracy of the object bounding boxes 
(box_loss) coordinates, error in the prediction of 
the classes of the detected objects (cls_loss), 
precision and recall. 

It is noted that the YOLOv5 (Figure 8a and 8b) 
and YOLOv8 (Figure 8e and 8f) models exhibit 
remarkable stability and out-standing performance 
in the task of accurate bounding box localization. 
These models demonstrate a consistent tendency 
to reduce the loss associated with accuracy, which 
holds important relevance in image object 
detection applications. 

Specifically, in our domain study related to 
wildlife species identification, the results obtained 
by YOLOv5 and YOLOv8 show a superior ability to 
accurately localize the bounding boxes of the 
interest objects. 

Moreover, during the validation stage, it is 
observed that these models maintain their stability, 
which confirms their robustness and their potential 
for practical applications in the field of 
computer vision. 

With regard to the "cls_loss" metric, which 
reflects the discrepancy between model’s 
classification predictions and the actual labels of 
the object classes, it is graphically observed in 
Figure 8a and 8b that the YOLOv5 model manages 
to efficiently reduce this value down to epoch 50. 

This suggests that as the model is trained its 
performance is better in the classification accuracy 
of wildlife species in the Peruvian Amazon. 

Figure 9 shows the normalized confusion 
matrices during the training phase for the models 
utilized in our experiments. AA corresponds Ara 

 
Fig. 9. Standard confusion matrices. (a) YOLOv5x6 model, (b) YOLOv5l6 model, (c) YOLOv7-W6 model, (d) YOLOv7-
E6 model, (e) YOLOv8I model and (f) YOLOv8x model 
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ararauna species; AC, Ara cholopterus; AM, Ara 
macau; OH, Opisthocomus hoazin; PB, Pteronura 
brasiliensis and SS; Saimiri sciureus. 

In this graphic it is also observed that YOLOv8l 
y YOLOv5l6 models attain the highest values along 
the main diagonal. This diagonal represents 

instances in which the predicted labels by the 
aforementioned models align with the actual labels 
and suggests that in our dataset of Peruvian 
Amazon wildlife, the YOLOv8l and YOLOv5l6 
models effectively identify the six species studied. 
Table 4 presents the results of the obtained metrics 

Table 4. Results obtained per evaluation metric 

Model Class Precision Recall F1-Score mAP50 

YOLOv5x6 

All 0.822 0.787 0.804 0.839 
Ara_ararauna 0.842 0.786 0.813 0.857 
Ara_chloropterus 0.743 0.760 0.751 0.790 
Ara_macao 0.848 0.778 0.811 0.852 
Opisthocomus_hoazin 0.819 0.733 0.774 0.747 
Pteronura_brasiliensis 0.812 0.763 0.787 0.812 
Saimiri_sciureus 0.870 0.900 0.885 0.978 

YOLOv5l6 

All 0.861 0.847 0.854 0.881 
Ara_ararauna 0.842 0.857 0.849 0.867 
Ara_chloropterus 0.727 0.745 0.736 0.816 
Ara_macao 0.781 0.722 0.750 0.759 
Opisthocomus_hoazin 0.864 0.849 0.856 0.871 
Pteronura_brasiliensis 0.951 0.941 0.946 0.980 
Saimiri_sciureus 1.000 0.967 0.983 0.995 

YOLOv7-W6 

All 0.371 0.378 0.374 0.327 
Ara_ararauna 0.326 0.571 0.415 0.514 
Ara_chloropterus 0.373 0.480 0.420 0.349 
Ara_macao 0.080 0.218 0.117 0.065 
Opisthocomus_hoazin 0.240 0.267 0.253 0.225 
Pteronura_brasiliensis 0.493 0.229 0.313 0.327 
Saimiri_sciureus 0.714 0.500 0.588 0.483 

YOLOv7-E6 

All 0.776 0.739 0.757 0.808 
Ara_ararauna 0.851 0.821 0.836 0.864 
Ara_chloropterus 0.700 0.779 0.737 0.765 
Ara_macao 0.753 0.722 0.737 0.792 
Opisthocomus_hoazin 0.832 0.662 0.737 0.791 
Pteronura_brasiliensis 0.613 0.647 0.630 0.681 
Saimiri_sciureus 0.909 0.800 0.851 0.952 

YOLOv8I 

All 0.743 0.806 0.773 0.817 
Ara_ararauna 0.828 0.893 0.859 0.910 
Ara_chloropterus 0.604 0.720 0.657 0.645 
Ara_macao 0.736 0.722 0.729 0.732 
Opisthocomus_hoazin 0.737 0.733 0.735 0.823 
Pteronura_brasiliensis 0.654 0.891 0.754 0.863 
Saimiri_sciureus 0.897 0.877 0.887 0.930 

YOLOv8x 

All 0.819 0.745 0.780 0.790 
Ara_ararauna 0.843 0.714 0.773 0.836 
Ara_chloropterus 0.711 0.624 0.665 0.698 
Ara_macao 0.820 0.758 0.788 0.795 
Opisthocomus_hoazin 0.784 0.726 0.754 0.694 
Pteronura_brasiliensis 0.856 0.765 0.808 0.820 
Saimiri_sciureus 0.898 0.885 0.891 0.898 
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for each model in our experiments in detection of 
the six Peruvian Amazon wildlife species. The best 
values per species and metric are highlighted. 

It is important to stand out that the YOLOv5I6 
model has demonstrated an outstanding 
performance by obtaining the highest values of 
Presicion, Recall, F1-Score and mAP50 for three 
of the six species analyzed: Opistho-comus 
hoazin, Pteronura brasiliensis and 
Saimiri sciureus. 

The reference model demonstrated remarkable 
performance across evaluated metrics. It achieved 
a Precision rate of 86.4%, Recall of 84.9%, and an 
F1-Score of 85.6%, and a mAP50 of 87.1% for the 
first specie. 

For the second one, the model exhibited 
exceptional Precision rate of 95.1%, paired with a 
Recall of 94.1%, an F1-Score of 94.6%, and an 
mAP50 of 98.0%. 

The third specie yielded unprecedented results, 
attaining a perfect Precision of 100%, while 
sustaining a Recall of 96.7%, contributing to an 
impressive F1-Score of 98.3%. Remarkably, the 
mAP50 reached an astounding 99.5%. It's worth 

noting that this model consistently outperforms 
others, particularly evident in its remarkable 
mAP50 of 81.6% for the Ara chloropterus species. 

Summarizing, our experiments have evidenced 
that the YOLOv5I6 model proves highly effective in 
specific species detection and it is notably 
excelling in the cases of Opisthocomus hoazin, 
Pteronura brasiliensis and Saimiri sciureus, such 
us in Ara chloropterus specie registering the 
highest mAP50 value. 

On the other hand, the YOLOv5x6 model has 
also yielded remarkable results, particularly for the 
Ara macao species, in addition to obtaining higher 
values in the precision and F1 score metrics for Ara 
chloropterus. In Figure 10, we present a visual 
summary of the evaluated metrics for the six 
analyzed models. Our experiments highlight that 
the YOLOv5I6 model achieves the highest values 
in all of the evaluated metrics with a Precision rate 
of 86.1%, a recall of 84.7%, an F1-Score of 85.39% 
and an mAP50 of 88.1%. 

Attained values are closely trailed by those 
reported by the YOLOv5x6 model. Notably, the 
overall averages of the metrics used in this study 

 

Fig. 10. Overview of the metrics for the models analyzed 
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firmly indicate the YOLOv5I model as the optimal 
choice for our specific case. 

These findings resonate with the conclusions 
drawn by [24], who explored animal detection and 
classification through camera trap images. Their 
evaluation of YOLOv5, FCOS, and Cascade_R-
CNN_HRNet32 models yielded an impressive 
average Precision of 97.9%, along with an 
approximate mAP50 of 81.2% across all models. 

Likewise, [25] introduced a framework for 
detecting four endangered mammal species 
Viverra tangalunga, Prionailurus javanensis 
sumatranus, Rusa alfredi, and Sus cebifrons in the 
forests of Negros Island using the YOLOv5 model. 

Their effort resulted in an average mAP50 of 
91% and a commendable Precision of 91%. We 
posit that the disparities in the metric values 
observed are attributed to the size discrepancy 
between the species examined in our research and 
those in the referenced studies. 

Specifically, the species within our study 
context are comparably smaller than those 
encompassed in the aforementioned research. 
Our findings hold high significance for applications 
in wildlife monitoring and conservation. 

They underscore the effectiveness of the 
YOLOv5I6 model in detecting wildlife species 
within the expanse of the Peruvian Amazon. 
Furthermore, these outcomes establish robust 
basis for forthcoming research endeavors and 

initiatives aimed at safeguarding the biodiversity of 
Amazonian regions. 

Figure 11 provides an enlightening overview of 
numerical results of confidence in bounding boxes 
in the detection of wildlife species in the Peruvian 
Amazon. These results are screenshot captures 
obtained from the execution of our models on a 
video file in mp4 format (minute 1:00), derived from 
the videos "Vive como sueñas | Reserva Nacional 
Tambopata" [56] and "Manu & Tambopata" [57]. 

It is noteworthy that the YOLOv7-E6 model is 
notable for its ability to identify the highest number 
of species in the video under analysis. However, a 
more detailed evaluation of the confidence 
associated with the object bounding boxes yields 
more accurate data. 

We have observed that the YOLOv5I6 (b) 
model achieves a confidence of 83% for the 
Opisthocomus hoazin species, which represents 
the highest figure within this specific category. 
Concerning the detection of Ara arauna and 
Saimiri sciureus species, confidence levels of 90% 
and 75% are attained respectively. 

It is worth noting that these values are 
remarkably close to those obtained by the 
YOLOv5x6 version. At the captured moment 
depicted in the figure, it is evident that both the 
YOLOv5I6 and YOLOv5x6 models failed to identify 
the Ara macao species. 

 
Fig. 11. Detection outcomes with confidence values within bounding boxes for models. (a) YOLOv5x6, (b) YOLOv5l6, 
(c) YOLOv7-W6, (d) YOLOv7-E6, (e) YOLOv8l and (f) YOLOv8x 
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However, it is important to note that the 
YOLOv7-E6, YOLOv8I and YOLOv8x models 
successfully detected this species at the same 
minute of capture. These findings provide a visual 
and tangible perspective on how the 
models perform in wildlife detection in the 
Peruvian Amazon. 

These observations are crucial for 
understanding the applicability of the models in 
real world situations and highlight the significance 
of prediction confidence, as well as the selection of 
appropriate models based on detection objectives. 

4 Conclusions 

In this study we comprehensively assess the 
effectiveness of the YOLO algorithm in its versions 
YOLOv5x6, YOLOv5l6, YOLOv7-W6, YOLOv7-
E6, YOLOv8I, and YOLOv8x. 

Our evaluation centers on their suitability for 
detecting six wildlife species within the Peruvian 
Amazon, namely: Ara ararauna, Ara chloropterus, 
Ara macao, Opisthocomus hoazin, Pteronura 
brasiliensis, and Saimiri sciureus. 

To build a robust foundation for our analysis, we 
curated a specialized dataset by sourcing images 
from ecological and tourism outlets, including 
Rainforest Expeditions, Go2Peru, and Ararauna 
Tambopata. The meticulous curation process, 
executed under the guidance of a 
wildlife specialist. 

Our findings prominently showcase the 
prowess of the YOLOv5l6 model, which exhibits 
exceptional performance across all 
evaluated metrics. Notably, it achieves an 
impressive accuracy of 86.1%, a recall rate of 
84.7%, an F1-Score of 85.39%, and a mean 
Average Precision (mAP) of 88.1%. 

Remarkably, this model also boasts the 
shortest training duration at a mere 30.71 minutes 
among all models scrutinized. Furthermore, our 
experimental outcomes reveal a striking similarity 
between the achievements of the YOLOv5l6 model 
and those of the YOLOv5x6 model. 

This convergence of results underscores the 
consistency and reliability of our evaluation 

                                                      
1github.com/cheshire21/wild_species_detection_cnn 
2 www.youtube.com/@luisalbertoholgadoapaza919/videos 

methodology. These outcomes stand as promising 
and auspicious strides forward in fortifying 
initiatives aimed at identifying Amazonian wildlife 
species and vigilantly monitoring those that could 
potentially slip into states of vulnerability 
or endangerment. 

By showcasing the potential of advanced 
algorithms, we not only demonstrate the power of 
technology but also emphasize the significance of 
collective efforts in safeguarding the rich 
biodiversity of the Amazon rainforest. 

Data Availability Statement: We make our 
dataset and source code available to the scientific 
community at the following e-mail address1 
Additionally, you can watch the video used for the 
tests. There are also 6 videos that were generated 
for each model in the validation stage, these videos 
show the bounding boxes and their respective 
confidence value2. 
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Abstract. Currently, the trends of the new generations
of telecommunications (6G and beyond) point towards
a non-centralized process, however, for these
architectures where no central entity regulates the
transmission and information sharing, collaboration
among nodes becomes a major issue to provide an
adequate service. To this end, in this paper, we
study Peer-to-Peer (P2P) systems to obtain models
that reproduce these technologies’ operation and
the collaboration mechanism. The behavior of these
systems is modeled through a Continuous Time Markov
Chain (CTMC), and later we develop a Discrete Event
Simulation (DES) to validate the analytical results. For
solving these processes, M/M/s type queues were used
in order to analyze the impact of collaboration levels on
the system performance.

Keywords. Peer-to-peer (P2P) systems, continuous
time Markov chain (CTMC), collaboration mechanism,
discrete event simulation (DES), collaborative
threshold (ζ).

1 Introduction

As a result of the creation of the first computer
network, new topologies and data structures
began to be implemented, in particular, centralized
architectures where a server acts as the entity
in charge of distributing information through the
network. However, these architectures suffer from
bottlenecks at the servers when popular files (and
more recently videos and movies in streaming
services) are downloaded and shared in social

networks, producing high delays and degrading the
performance of the networks.

In the same context, networks, such as
Peer-to-Peer (P2P), emerge in a disruptive way to
eliminate the need for central nodes and instead
act together to complete tasks in common.

In a decentralized P2P network, a file is shared
among the nodes that belong to the network,
and all these nodes behave as servers and
clients, sharing resources (memory, bandwidth,
processing, and more).

In addition, in the case of the P2P-BitTorrent
network studied in this article, the transmitted files
are divided into small segments called chunks so
that the nodes that contain the complete file are
named seeds (x), while the Nodes that do not
contain the full chunks are known as leechers (y).

Furthermore, while centralized networks aim
to have distribution centers that can create
conflicts of security, cost, stability, and other
problems, P2P networks aim to expand to create
reliable operations and make the nodes active
in the network [7], however, in decentralized
architectures apart from well-known security
issues, such as worm distributions and viruses, the
main problem is that the system operation relies
heavily on nodes’ collaboration to share their files
and resources for the benefit of all users.

Although the phenomenon of collaboration
has been largely overlooked through rules of
connectivity, priorities and incentive mechanisms,
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Table 1. P2P system states

State Condition τ

Penury c xσ > µ(η xσ + yσ) µ(η xσ + yσ)

Abundance c xσ < µ(η xσ + yσ) c xσ

this paper studies the fact that in real P2P
networks, there are certain nodes that since the
first moment connect anonymously or are not
disposed to share information with the other peers
but they also download the available chunks using
the network’s resources, for these reasons, it is
important to highlight the fact that for our paper
we consider an initial state of collaboration (σ) for
every node in the network (υ0, υ1, υ2, ..., υn−1, υn),
where this σ state is a binary variable that says if
the node is sharing information (σ = σ1 = 1) or not
(σ = σ0 = 0). In the same line, we consider that a
non-collaborative peer (υσ0

) is not willing to share
information, even if it has all the information ready
to share, on the contrary, a collaborative peer (υσ1

)
will try to share data through all the network during
its lifespan.

It is important to notice that every leecher and
every seed contain a σ that defines their state of
collaboration and for the case of conversions from
leechers to seeds, the new seeds will preserve the
antique σ state as when they were leechers. For
the previous reasons, the total number of seeds
can be expressed as xσ = xσ1

+ xσ0
, which

includes the collaborative and non-collaborative
seeds due to the initial σ state, as well, the total
number of leechers is expressed as yσ = yσ1

+yσ0
.

In this sense, a collaborative initial state (σ)
allows greater fluidity in the processing of nodes
for the transfer of information since it avoids the
periods in which nodes have to determine priorities
or apply incentive mechanisms in cooperation,
allowing greater efficiency in nodes that require
greater confidentiality without relegating them to
the end of the process. Finally, a collaborative
threshold (ζ) in the systems defines the maximum
percentage of υσ0

nodes in the environment, and
once this percentage was reached, this type of
nodes could not connect or would have to change
their policies to be added as a υσ1

or until some υσ0

nodes leave the system. The main contributions of
this paper are listed below:

– A Markovian model is proposed and solved
through a Continuous Time Markov Chain
(CTMC) that describes the fluid system of a
P2P system.

– The model is validated through chain solutions
(fluid model and simulation), describing the
steps to follow and comparing each solution with
the fluid model.

– A variation in the simulation of the system
is proposed in order to study the impact of
collaboration for leechers and seeds evolution
in time.

– The behavior of a network that has variation in
its collaboration is described.

The rest of the article is composed as follows:
Section 2, presents the technologies in which P2P
networks have been applied, as well as studies on
the collaboration of nodes in this type of networks.

Section 3 details the dynamics of the P2P
networks studied in this article through their fluid
model, while Section 4 models the system through
a CTMC and presents the algorithms that solve this
chain through its fluid model and its simulation.

The final part of the article shows the relevant
results from the CTMC solution and the impact of
collaboration through the variation of υσ0 nodes
in the network, as well as conclusions and
future work.

2 Related Work

The excessive growth in computing capabilities,
the Internet, and new technologies such as IoT, AI,
and VR are determining factors to search for other
technologies and network architectures [8].

In the same line, P2P systems allow to
implement decentralized file sharing by allowing
all nodes to simultaneously act as servers
and clients, increasing the resources in the
network and, although P2P are still in constant
development of cost reduction [14] in their
infrastructure and detection of malicious nodes
that may affect network processes [2], they are
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Table 2. Solutions of the fluid model for stable conditions

State Leechers Seeds γ

Abundance xσ =
λ

θ + c
yσ =

(
c

γ

)(
λ

θ + c

)
γ <

µ c

c− µη

Penury xσ =
λ

θ + µ η

(
1− µ

γ − µ

) yσ =
µ η xσ

γ − µ
γ >

µ c

c− µη

Fig. 1. CTMC of the P2P (BitTorrent) network

emerging as an alternative that could complement
current environments having a significant peak in
streaming services and with the future promise of a
decentralized Internet as described by Philip Agre
[1]. On the other hand, another important feature
of P2P networks is the relationship that the peers
maintain between them and the rules that they
follow through the network.

In the same vein, few studies investigate
the disposition of nodes to share information on
the network and, although most refer to this
process as collaboration, this collaboration can be
approached from different points of view as shown
by Chow [5, 4], who details how mobile nodes
transmit information through caching techniques
to reduce download times and to efficiently share
information in the system, in the same way, Kumar
[9] uses this procedure to vehicular networks

by modeling a discrete-time Markov chain that
describes the initial, waiting, and updating states
of these scenarios and the structures necessary for
their operation.

The previous works manage the collaboration
through the structure in which the nodes share
due to their mobility and their physical capabilities
in the transmission of data, however, there are
other works that consider collaboration in P2P
networks in terms of exchange not only of
information but of energy as proposed by Amin
[3] in its P2P electricity network in which there
are collaborative and non-collaborative houses
depending if they have solar panels and if they
share them with the network.

It is important to note that there are interesting
works whose objective is to study the collaboration
in order to obtain certain parameters of the
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Fig. 2. Input and output transition rates for the state (0,1)

Fig. 3. Input and output transition rates for the state (i, j)

system, such as the one accomplished by Edgar
Báez [6] for the calculation of collaborative
and non-collaborative peers with different death
rates, i.e., in this case the collaboration level
is related to the average dwelling times inside
the system, according to their priority scheme
calculating latency, delay, successful downloads
and percentage of blocked peers, or the study
presented by Petrovic [11] in which a P2P system
is analyzed in which there are different files of
interest, then he details the download times and
memory requirements for this type of scenario.

Distinctively to the articles described, this
article focuses on the process of a Markovian
analysis of the P2P system to study the
collaboration among nodes considering that the
peers enter anonymously (it is not possible to
apply priority schemes) and determining if it will
be collaborative (υσ1 ) or non-collaborative (υσ0 )
(through a proposed collaborative threshold (ζ))
from the first moment that the node enters in
the network and keeping it in that state until

its departure, finally, we analyze the impact of
these initial states (σ1, σ2, σ3, ..., σn−1, σn) of
collaboration through the evolution of the network
on the average number of leechers and seeds.

Those adjustments allow us to improve the
speed of sharing information and safeguard nodes’
anonymity, which means a better performance of
P2P networks applied to technologies such as
IoT that connect a lot of devices through the
same network (many times in real-time) avoiding
larger control information frames both uploading
and downloading data.

3 P2P Networks

As we mentioned before, P2P-BitTorrent networks
are very useful for sharing trending information
through a large number of nodes with better
performance than centralized networks, moreover,
the P2P behavior is caused by some parameters
that will be detailed in this section, however, it
is just as important how nodes connect to each
other according to the following intrinsic rules
of P2P mechanisms:

– Seeds do not connect to each other, because
they already contain all the information available
in the network, however, they can connect to any
leecher to upload parts of the file.

– Leechers that connect to any seed can download
all available chunks (if network rules allow it).

– Leechers will only connect to other leechers that
have different chunks between them.

Likewise, the nodes of the system can
download with a rate c and upload information
with a rate µ, having as a general (but not
necessary) assumption:

c ≥ µ. (1)

It is important to mention that bandwidths
c and µ will determine the rate in which a
leecher becomes a seed (τ ), in such a way
that, if the system has enough resources, it
means that the leechers are interacting with a
high upload rate of chunks and this generates
a greater available bandwidth, which means that
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Algorithm 1: Markov chain algorithm for a
P2P network

Data: η, iterations, µ, c, nodes, λ, θ, γ
Result: xσ, yσ

1 tsim← 0;
2 list. add(xσ);
3 xσ ← 1;
4 yσ ← 0;
5 while i ≤iterations do
6 tmin, position← min(η, µ, λ, θ, γ);
7 tsim← tsim+ tmin;
8 if node ∃ in list then
9 node. time← node. time+ tmin;

10 else
11 list. add(xσ, node. time);

12 switch position do
13 case 0 do
14 xσ = xσ + 1;

15 case 1 do
16 xσ = xσ − 1;

17 case 2 do
18 yσ = yσ − 1;

19 otherwise do
20 xσ = xσ − 1;
21 yσ = yσ + 1;

22 list pr← probabilities(list);
23 for node in list do
24 xσ = xσ +node.probability×node. leechers;
25 yσ = yσ + node. probability× node. seeds;

the maximum download rate will be given by the
product between the system leechers and the
download rate (c xσ).

Conversely, if the interaction of leechers is
performed through a large number of repeated
chunks (modeled by η), bottlenecks could appear
indicating that all available bandwidth is being
consumed and causing a lower download rate in
the network, therefore, the conversion of lecheers
to seeds will be modeled by the upload bandwidth,
the number of seeds and the interaction between
leechers (µ(ηxσ + yσ)). Finally, the rate at which
leechers are converted to seeds is defined as τ and

is given by the following relationship:

τ = min(c xσ, µ(ηxσ + yσ)), (2)

where
τ conversion rate (∀τ ∈ R, τ > 0).=
c downloading bandwidth (∀c ∈ R, c > 0).=
µ uploading bandwidth (∀µ ∈ R,µ > 0).=
η sharing effectiveness (∀η ∈ R, 0 < η <= 1).=
xσ number of leechers (∀xσ ∈ N,xσ >= 0).=
yσ number of seeds (∀yσ ∈ N, yσ >= 1).=

This system can be represented as a fluid
model analyzed by D. Qiu [13, 12, 10] and
developed for P2P-BitTorrent networks, and it can
be expressed in a system of differential equations
that are shown below in Equations 3 and 4:

d(xσ1 + xσ0
)

dt
= λ− θ (xσ1

+ x
σ0
)− τ , (3)

d(yσ1
+ y

σ0
)

dt
= τ − γ (yσ1

+ y
σ0
). (4)

For stable conditions, in which a slight
disturbance does not produce too disruptive effects
on the system, we have:

λ− θxσ − τ = 0, (5)

τ − γ yσ = 0. (6)

Depending on the values of their bandwidths
and output/input rates to the system, this type
of network is classified into two states: penury
and abundance. This relation is described
in Table 1. For abundance state we substitute
τ = c xσ in equations 5 and 6:

λ− θ xσ − c xσ = 0, (7)

c xσ − γ yσ = 0. (8)

Clearing xσ variable:

xσ =
λ

θ + c
, (9)

xσ =
γ yσ
c

. (10)

Then:
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γyσ
c

=
λ

θ + c
.

Solving yσ:

yσ =

(
c

γ

)(
λ

θ + c

)
.

The same way is applied to find xσ and yσ
values for τ = µ(ηxσ + yσ) in penury state, the
range of values that are valid for the departure rate
of the seeds (γ) is obtained depending on the state
in which the study is to be carried out, as shown in
Table 2.

4 Mathematical Analysis

This paper studies the operation and collaboration
of the P2P networks through a Markovian analysis
in which the system can be represented as a
homogeneous, irreducible, aperiodic CTMC with
states (xσ, yσ) positive recurring (ergodic chain)
like the one shown in Fig. 1, where:

λ leechers input rate (∀λ ∈ R, λ > 0).=
θ leechers output rate (∀θ ∈ R, θ > 0).=
γ seeds output rate (∀γ ∈ R, γ > 0).=
τ conversion rate (∀τ ∈ R, τ > 0).=
xσ number of leechers (∀xσ ∈ N, xσ >= 0).=
yσ number of seeds (∀yσ ∈ N, yσ >= 1).=

CTMC has a space of valid states
Ω : {(xσ, yσ) | xσ, yσ ∈ N}, such for the
states (xσ, yσ) it has the following transitions:

– There is a transition to state (xσ + 1, yσ) with
rate λ and denotes the arrival of a new leecher
to the system.

– There is a transition to the (xσ−1, yσ) state with
rate (θ)(xσ) and denotes the output of a leecher
from the system.

– There is a transition to the (xσ, yσ−1) state with
rate (γ)(yσ) and denotes the output of a seed
from the system.

– There is a transition to the (xσ − 1, yσ + 1) state
with rate (τ) and denotes the conversion from a
leecher to a seed.

Algorithm 2: Simulation algorithm for a
P2P network with collaboration variation

Data: chunks, threshold, η, iterations, µ, c, nodes,
λ, θ, γ

Result: xσ , yσ
1 tsim← 0;
2 list. add(yσ(ID, status, connections, chunks, σ1));
3 list. add(xσ(ID, status, connections, chunks, σ1));
4 yσ ← 1;
5 yσ1 = 1;
6 yσ0 = 0;
7 xσ ← 0;
8 xσ1 = 1;
9 xσ0 = 0;

10 while i ≤ iterations do
11 event =← list. get first();
12 tsim← event. time();
13 cσ1 , cσ0 ← conversions(tsim);
14 yσ1 ← yσ1 + cσ1 ;
15 yσ0 ← yσ0 + cσ0 ;
16 xσ1 ← yσ1 − cσ1 ;
17 xσ0 ← xσ0 − cσ0 ;
18 if event. type == xσ then
19 if event. action == birth then
20 xσ = xσ + 1;
21 event. action = death;
22 event. time = exponential(tsim, θ);
23 search tx(event, tsim);
24 event. time = exponential(tsim, λ);
25 if random(0, 1) ≤ ζ then
26 list. add(xσ(ID, ..., σ1));
27 xσ1 ← xσ1 + 1;
28 else
29 list. add(xσ(ID, ..., σ0));
30 xσ0 ← xσ0 + 1;

31 else
32 xσ = xσ − 1;
33 event. clearconnections();
34 if event. collaborative == True then
35 xσ1 ← xσ1 − 1;
36 else
37 xσ0 ← xσ0 − 1;

38 else
39 if yσ > 1 then
40 yσ ← yσ − 1;
41 event. clearconnections();
42 if event. collaborative == True then
43 yσ1 = yσ1 − 1;
44 else
45 yσ0 = yσ0 − 1;

46 else
47 event. time = exponential(tsim, γ);

The initial state is (0, 1), where there is no
leechers asking for information and there is just
one seed, for the above we cannot hope for a
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Table 3. Table of parameters and values utilized

Parameter Value

λ [0.11, 0.12, 0.13, 0.14, 0.15]

θ [0.001, 0.002, 0.003, 0.004, 0.005]

γ [0.0009, 0.0012, 0.0015, 0.0018, 0.0021]

ζ [0.2, 0.4, 0.6, 0.8, 1.0]

iterations 50,000

c 0.002

µ 0.00125

Fig. 4. Number of leechers in the system for the fluid
model and the Markovian model in ζ = 1

seed departure (because there must be at least
one seed in the system) or a leecher departure
but we can see that if state (0, 2) presents a seed
departure, we can return to (0, 1) as is shown in
Fig. 2. In the same way, we can generalized arrives
and departures from state (i, j) as in the Fig. 3
and for steady state this chain can be solved by
equalizing their output and input transition rates,
that is, by a flow balance Eqn. 11:

p0,1(λ0,1) = p1,1θ1,1 + 2p0,2γ0,2, (11)
p1,1(λ1,1 + τ1,1 + θ1,1) = p0,1λ0,1 + 2p2,1θ2,1. (12)

...

p15,16(λ15,16 + ... + τ15,16) = p14,16λ14,16 + ... + τ16,15. (13)
...

pi,j(λi,j + ... + τi,j) = pi−1,jλi−1,j + ... + τi+1,j−1. (14)

Once the Markovian model was described, the
CTMC was solved numerically by modeling the
jumps in the chain, creating exponential times
corresponding to each transition rate as it is shown
in Algorithm 1. After the numerical solution for
the fluid model, we solve the chain by means

of the Algorithm 2 simulating the events and
characteristics of the system and applying the
collaborative threshold ζ in the system.

Before any variation, our simulation was
compared with the numerical solution to validate
the data obtained in the simulation. A more
detailed description of algorithms 1 and 2 is found
below, in which, we take into consideration the
collaboration between the nodes, remembering
that for our paper we consider an initial state σ for
every node in the network.

Furthermore, we remark and show the behavior
of the state σi for a node i from the first moment
that it gets into the network to the last moment
it leaves the system. For the above, we remark
that a υσ0 peer has an initial collaboration state
σ = 0, which means that, this node will not share
information, contrary, we consider a υσ1

peer when
it has σ = 1.

4.1 CTMC Numerical Solution

The process of Algorithm 1 is detailed below:

– As a first step, the rates, bandwidths, and the
number of iterations detailed in the Algorithm 1
are entered. However, for the simulation method,
it will also be required to detail the number of
chunks and the parameter ζ that will determine
the collaboration between the present nodes in
the network.

– In the next stage, the simulation time (tsim) and
the number of leechers (xσ) are initialized to
zeros, and a seed is added to the list.

– From this moment on, the subsequent steps
will be repeated during the indicated iterations.
Next, the function min() is executed, which
will create the exponential times corresponding
to each possible state that can be accessed
from the state (xσ, yσ) and which will later
determine the smallest time (tmin) and its
position (position), taking into account that this
shortest time corresponds to the time to the
nearest event.
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Fig. 5. Number of seeds in the system for the fluid model
and the Markovian model with ζ = 1

Fig. 6. Collaborative (xσ1 ) and non-collaborative
(xσ0 ) leechers calculated by the simulations (ζ = 0.4,
γ = 0.0009) compared to the ideal collaborative scenario
(ζ = 1, γ = 0.0009)

Fig. 7. Collaborative (yσ1 ) and non-collaborative (yσ0 )
seeds calculated by the simulations (ζ = 0.4, γ = 0.0009)
compared to the ideal collaborative scenario (ζ = 1,
γ = 0.0009)

– Once the minor time has been identified, it
proceeds to add it to the simulation time, and
this time would correspond to the time that the
state (xσ, yσ) remained before jumping to the
new state.

– Subsequently, the transitions described above
are considered cases in which the cases
of conversion, departure of leechers/seeds
from the system, and the arrival of leechers
are considered.

– As a final step, the function probabilities()
is executed, which will calculate the steady
probabilities (list pr) corresponding to each state
present in the solution equations ( 15 and 16),
to finally obtain the average number of leechers
and seeds equations(17 and 18):

P (Xi) =

∞∑
i=0

t(xi)

tsimulation
, (15)

P (Yi) =

∞∑
i=0

t(yi)

tsimulation
, (16)

P (X̄) =

∞∑
i=0

P (Xi)Xi, (17)

P (Ȳ ) =

∞∑
i=0

P (Yi)Yi. (18)

4.2 Discrete Event Simulator

As with the numerical solution algorithm, the
corresponding steps of the algorithm are detailed
by Algorithm 2:

– At first instance, the input rate of leechers (λ),
the output rates of leechers and seeds (θ, γ),
as well as the upload and download bandwidths
(c, µ), the number of iterations (iterations), and
the variable η are acquired. Finally, the average
number of leechers and seeds in the system will
be obtained.

– In the next stage, the simulation time (tsim)
is initialized, then a seed and a leecher are
added to the collaborative mode list. In other
words, these nodes, in addition to downloading
information, will collaborate by actively sharing
them throughout the network. In order to
have a count of the collaboration of the nodes,
the counters of collaborative nodes (xσ1

, yσ1
)

and non-collaborative nodes (xσ0
, yσ0

) are
also initialized.
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Fig. 8. Collaborative (xσ1 ) and non-collaborative (xσ0 )
leechers calculated by the simulation compared to the
fluid model (ζ = 0.2, γ = 0.0021)

Fig. 9. Collaborative (yσ1 ) and non-collaborative (yσ0 )
seeds calculated by the simulation compared to the fluid
model (ζ = 0.2, γ = 0.0021)

Fig. 10. Impact of the variation of ζ and the rate γ on
the number of leechers of a P2P system (λ = 0.12, θ =
0.003)

– The following steps will be repeated for the
number of iterations entered. Next, the first
node in the list (list.get first()) will be taken, and
its time (event.time()) will add that time to the
simulation time.

– Subsequently, the number of conversions() from
leechers to seeds in that time (if any) will be
obtained and divided between collaborative (cσ1

)
and non-collaborative (cσ0

) conversions.

– As the next step, the current event will be
evaluated, and depending on its type and
action to be carried out, following possibilities
will be obtained:

– If the type of the event (event.type) is a
leecher and its action is a birth, then a unit is
added to the leechers counter (collaborative
or non-collaborative as the case may be)
and a new time (event.time) is created for it,
changing its action to death (event.action).

Then, the possible providers of information
in the network are searched for (search tx()),
and a new birth is created, which, depending
on the random value (random(0, 1)) generated
in comparison with the collaboration, this
comparison determine if rebirth will be
collaborative or non-collaborative.

– If the type of the event is a leecher but
has a death action, then the leecher’s
counter is decreased by one unit (xσ1

or
xσ0

, as the case may be), and the upload
and download connections of the node are
eliminated (event.clearconnections()).

– Finally, if the event type is a seed with a death
action, then the seed counter is decreased by
one unit (yσ1 or yσ0 , as the case may be), and
the upload and download connections of the
node are eliminated event.clearconnections().
It should be noted that there must always be
at least one seed in the system, so if there is a
death and only one seed in the system, a new
death time for this node is generated.

– At the end of the iterations, the average number
of leechers and seeds is obtained through the
simulation, as well as the collaborative and
non-collaborative nodes.

Under the collaborative circumstances
described, we assume the same input (λ)
and output (θ, γ) rates for collaborative peers
and non-collaborative peers in order to observe
the queuing of leechers and seeds when they
are not willing to share information, this behavior
is considered with the collaborative threshold ζ
applied to the simulation when a peer is created,
then, for every new node considered in the
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Fig. 11. Impact of the variation of ζ and the γ rate on the number of seeds of a P2P system (λ = 0.12, θ = 0.003)

simulation we decided the state σ by means of
the comparison between a determined value of ζ
(0 < ζ < 1); if ξ ≤ ζ then the new peer will have
σ = 1 and it will be collaborative with the other
nodes otherwise it will be non-collaborative with
σ = 0. It is important to mention that when ζ = 1
we have an ideal P2P environment in which all
peers distribute information in the network, on the
other hand, if ζ = 0 we will have a centralized
network in which only the initial node (that owns the
file) could be capable of transmitting information to
the other peers (Client-Serve architecture).

5 Results

Once the chain was solved, the fluid model was
compared with the Markovian model through the
DES of the system and the numerical solution of
the Markov chain with ζ = 1. The results of these
comparisons are shown in the figures 4 and 5.
At the same time, the parameters used for these
solutions are indicated in Table 3. Figures 4 5
provide a validation of the proposed CTMC and the
methods used for its solution. For this reason, the
following subsection will show the results obtained
from simulating the system with a collaborative
threshold different from unity (0 < ζ < 1).

5.1 Collaboration in P2P Environments

Ideally, all peers are willing to cooperate
through the P2P network, however, in real
environments, this could be different. The
modeling referring to the P2P network studied in
this work suggests another that allows glimpsing
system’s operation varying the ζ parameter in the
network (Algorithm 1).

Figures 6 and 7 show that although the
collaboration in this experiment was lowered, the
values of leechers and seeds remained very close
to the values calculated by the fluid model through
the variation of the λ and θ rates with a γ value
of 0.0009. The preceding shows that although
many non-collaborative nodes exist in the system,
an equilibrium is maintained that allows operation
very close to the ideal operation.

However, figures 8 and 9 show a scenario
in which collaboration between nodes is further
reduced and output rate of the seeds (γ) increases,
resulting in a network unable to provide the
information in an effective way, producing a higher
number of leechers in the queue and a very low
number of seeds. Consequently, it can be affirmed
that the level of collaboration directly impacts the
conversion of leechers to seeds.
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Hence, figures 8 and 9 result from variations
in the arrival and departure rates of the nodes (λ
and θ respectively) while the departure rate of the
seeds (γ) was constant with the aim of observe
the bearing of the network from the behavior of
the leechers, then, it is important to study the
system through the collaboration sweep varying γ
and holding λ and θ constant.

For the above, Figures 10 and 11 show that
the lower the collaboration, the greater the number
of leechers in the queue (since leechers only
depend on their arrival rate), and they will mostly
be non-collaborative, which would cause a low
number of seeds in the system (the number of
conversions decreases). On the contrary, the
greater the collaboration, the number of leechers
and seeds will remain stable.

6 Conclusions and Future Work

This work developed a Markovian model that
describes a P2P network, besides, we solve
the model numerically and the simulation of
the system, validating the solutions’ results with
pre-existing fluid models.

On the other hand, necessary adjustments
were made to achieve variation in collaboration
between the nodes of the network through the
parameter ζ, taking into account real environments
in which it is not possible to control all the peers
and their collaboration. Furthermore, we propose
to include the initial state of collaboration σ in the
simulation to provide a better approach to real
environments and then estimate the performance
in the network according to this control variable.

On the other hand, despite the adjustments
applied allowing nodes to hold their anonymity,
the parameter ζ defines the total percentage of
σ0 nodes authorized in the network, corroborating
that the smaller number of xσ0

nodes in the
environment the greater number of yσ1

are created
and then, the complete file can be shared through
all the nodes more efficiently.

For the above, it can be affirmed that a P2P
network can work efficiently, finding the balance of
its rates even if its collaboration is not maximum
(ζ = 1) and thus maintaining a performance similar
to that presented by the fluid model.

However, it is clear that if the balance as
mentioned above is not achieved, a null creation of
collaborative leechers (xσ1

) can be obtained, which
in turn translates into a very low number of seeds
and, therefore, an inefficient P2P network in which
it is complicated to get the information within the
network. Therefore, it would be convenient and
interesting to calculate the collaboration balance
for future work and determine the impact found
through ζ directly in the fluid model.
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Abstract. This paper presents a comparative study
of various elements and strategies that can be
incorporated into an autoregressive model to address
the MaxSAT problem. Building upon a sequential
architecture as our foundation, we optimize the model’s
parameters by maximizing the expected number of
satisfied clauses. This optimization enables the model,
given a SAT formula, to predict a distribution over
potential solutions using the policy gradient method. Our
controlled experiments pinpoint elements that guide the
optimization process towards superior results1.

Keywords. MaxSAT problem, policy gradient, NP-hard.

1 Introduction

The Maximum Satisfiability Problem (MaxSAT) is
an optimization variant of the Boolean Satisfiability
Problem (SAT). Its goal is to identify a truth
assignment that maximizes the number of
satisfied clauses in a given boolean formula.
MaxSAT represents a classical challenge in
computational theory and has wide-ranging
applications across numerous domains due to its
generic representation of optimization problems
[10, 16, 24, 11]. While recent advances in machine
learning, especially deep learning, provide
promising approaches to combinatorial problems
[5, 4, 25, 19], the adaptation of these techniques
to the MaxSAT problem is still an emerging area
of study.

This research delves into the comparative
analysis of various elements and strategies,

1https://github.com/omargup/Policy-Gradient-MaxSAT-Solver

all aimed at enhancing the efficiency of an
autoregressive model tailored to address the
MaxSAT problem. Central to our exploration
is the role of sequential models that capture
current and past relevant information to generate
convenient variables’ values, baseline methods
used to mitigate variance during optimization, and
the technique used to represent variables and
incorporate semantic information.

By systematically examining these components
through our controlled hyperparameter searches
across a diverse set of random 3-SAT instances,
we aim to figure out the contributions of each
element to the solution quality. The emphasis is
on discerning the configurations that consistently
yield superior results.

A crucial aspect of our methodology is the
employed optimization technique. We leverage the
policy gradient theorem, optimizing the parameters
of the model on individual MaxSAT instances
by maximizing the expected number of satisfied
clauses to learn a distribution over potential
solutions. This process dynamically adjusts the
probability associated with variables taking specific
values, true or false, as illustrated in fig. 1. It is
crucial to underscore, however, that the ambition of
this paper isn’t to compete with the state-of-the-art
solvers such as the MaxHS [9, 3], Open-WBO [22,
23], EvalMaxSAT [2], or Loandra [6].

Instead, our goal is centered on discovering
strategies and elements that enhance the
effectiveness of Deep Learning approaches.The
remainder of the paper is organized as follows.
In Section 2, we review recent approaches to
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Fig. 1. Evolution of the probability that variables assume the value of true, p(xi = 1), over 5000 iterations for a
random 3-SAT instance with 20 variables and 90 clauses. The ith row showcases the changes in the probability of
variable xi being true throughout the optimization process. Purple indicates a high probability of the value being true,
whereas yellow denotes a lower probability (i.e., a higher likelihood of the value being false). At the beginning, there is
uncertainty regarding the values the variables will assume; however, as the process unfolds, the probabilities converge
towards either one or zero

solving the MaxSAT and related problems with
Deep Learning. Subsequently, in Section 3, we
detail the problem, the optimization process, and
the configurable components of our model. In
Section 4, we outline the proposed experiments
and, finally, in Section 5, we discuss our findings.

2 Related Work

A variety of Machine Learning-based methods for
combinatorial optimization problems have been
developed that construct solutions sequentially
through Reinforcement Learning [4, 17, 19].
These methods are well-suited for integration
with search strategies like sampling and beam
search, providing strong guidance in the search
process. Bello et al. [4] introduced a generic
search strategy known as active search. This
strategy allows for guided exploration in solution
construction without the need for problem-specific
components. Unlike traditional methods that only
sample solutions at inference time with a fixed
model, active search operates iteratively on a
single test input, modifying the model’s parameters

to increase the likelihood of generating high-quality
solutions in future iterations.

Their focus was predominantly on the Traveling
Salesman Problem (TSP). In their study, Bello
et al. compared two methodologies of active
search. The first approach involves adjusting the
weights of a pre-trained model specific to a test
instance, utilizing Reinforcement Learning. The
second approach initiates active search on a single
instance with an untrained model.

Their findings showed enhanced performance
compared to random sampling when starting
the search with a pre-trained model. Notably,
initiating the search with an untrained model also
led to satisfactory results. Hottung et al. [15]
developed and evaluated three efficient active
search strategies that update only a selected
subset of parameters during the search. This
approach contrasts with the full-scale model weight
updates implemented in [4].

Their results indicated significant
enhancements in search performance of models,
outperforming some of the leading Machine
Learning-based methods in various combinatorial
problems, such as the TSP, Capacitated Vehicle
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Fig. 2. High-level description of the model. At each
time step t, the model ingests a representation x̂t of the
current variable, a representation ât−1 of the previous
variable’s value, and the context ct. It then produces
a 1-dimensional output pxt in the range [0,1] which is
interpreted as the probability that the variable’s value is
true. Subsequently, the truth value at for xt is sampled
from pxt

Routing Problem (CVRP), and Job Shop
Scheduling Problem (JSSP). Our research
explores the latter approach in [4], particularly
focusing on active search using an untrained
model for a single input.

We aim to exploit the capabilities of neural
networks, gradient descent, and Reinforcement
Learning as distribution-independent optimization
tools to find efficient solutions for the MaxSAT
problem by transitioning the optimization approach
from a discrete to a continuous domain. While
Hottung et al. focused on improving active
search by updating a subset of parameters starting
from a trained model, our research seeks to
enhance active search beginning with an untrained
model. We explore a range of architectural
and optimization elements. For example, while
Bello et al. used an exponential moving

average (EMA) baseline, we extend our exploration
to include various sequential models, multiple
baselines (including EMA), and the benefits of
incorporating problem-specific information into the
input via Node2Vec.

3 Methods

3.1 Problem Definition

A boolean variable xi can assume values true
(one) or false (zero). A literal li refers to the
variable xi or its negation ¬xi. A clause c
is represented as a disjunction (logical OR) of
literals. A Conjunctive Normal Form (CNF) formula
ϕ is expressed as a conjunction (logical AND)
of clauses.

The SAT problem requires determining a truth
assignment π that provides a truth value (true
or false) to every variable in a CNF formula ϕ,
such that all clauses are satisfied, or stating
that no such assignment exists. The MaxSAT
problem is an optimization variant of SAT that
seeks an assignment which maximizes the number
of satisfied clauses in ϕ.

Thus, even if not all clauses in the formula can
be simultaneously satisfied, MaxSAT will identify
an assignment that satisfies the maximum possible
number of clauses. In this work, our primary focus
is on the MaxSAT problem. Formally, given a CNF
formula ϕ containing n variables and m clauses,
our objective is to identify a truth assignment
π maximizing the number of satisfied clauses,
represented as S(π|ϕ).

3.2 Objective Function and Optimization
Procedure

We employ an autoregressive model to
approximate optimal solutions. Let S(π∗|ϕ)
be the optimal number of satisfiable clauses, and
pθ(π|ϕ) be a multi-dimensional distribution with
learnable parameters θ.

Our aim is to approximate S(π∗|ϕ) by
maximizing the expected number of satisfiable
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Fig. 3. Graph representation of the formula for the
Node2Vec algorithm. The illustration corresponds to the
formula (x0 ∨ x1 ∨ ¬x2) ∧ (¬x0 ∨ x1 ∨ x2) ∧ (¬x0 ∨
x1 ∨ ¬x2). Nodes symbolize literals and clauses.
Undirected edges link literals to the clauses they appear
in, while supplementary edges connect literals of the
same variable

clauses S(π|ϕ) under the distribution pθ(·|ϕ)
represented by the model, i.e.:

S(π∗|ϕ) ≈ max
θ

Eπ∼pθ(·|ϕ)S(π|ϕ), (1)

where
J(θ|ϕ) = Eπ∼pθ(·|ϕ)S(π|ϕ). (2)

Is the objective function.
To maximize this objective function for a specific

instance of the MaxSAT problem, we optimize
the model’s parameters using stochastic gradient
ascent using the ADAM optimizer [18], leveraging
the policy gradient theorem. The gradient of J(θ|ϕ)
with respect to θ is given by:

∇θJ(θ|ϕ) = Eπ∼pθ(·|ϕ) [S(π|ϕ)∇θ log pθ(π|ϕ)] , (3)

where, due to the autoregressive nature of the
model, the probability of an assignment can be
factorized using the chain rule:

pθ(π|ϕ) =
n∏

i=1

pθ(πi|πi−1,πi−2, . . . ,π1). (4)

And hence, we can approximate the gradient by
sampling assignments π from the model.

3.3 Architecture

To address the MaxSAT problem, we employ a
sequential model. This model accepts as inputs
a representation of the formula’s variables and

another representation of the formula itself, termed
as context. Sequentially, for each variable, it
produces an output probability from which the truth
value of that variable is sampled.

The design of the model is autoregressive [12],
ensuring that each step takes into account a
representation of the previously generated output
when generating the probability for the next
variable’s truth value.

In a high-level overview, the functioning of
the model can be described as follows (refer to
fig. 2): for a given time t in the range [0, n −
1], given a sequence of variables’ representation
x̂ = (x̂0, x̂1, . . . , x̂n−1), the embedding module
processes the current variable’s representation x̂t

along with the context ct and a representation of
the previous assignment ât−1 to yield a vector zt.
Subsequently, the sequential model transforms zt
into a state ht taking into account information from
previous time steps.

Finally, a Multi-Layer Perceptron (MLP)
processes ht to produce a 1-dimensional output
p̂xt

. We then map p̂xt
to the range [0,1] using the

logistic function, interpreting pxt
as the probability

of the variable’s value being true. A truth value at
for xt is sampled from pxt

considering 0 and 1 as
false and true, respectively.

We initialize a0 = 2 as our start of
sequence (sos) token, and ât is the corresponding
3-dimensional One-Hot encoded vector of at. We
introduce several adjustable components in the
architecture and the training methodology.

This is done to pinpoint features that contribute
to a better approximation of the solutions, such
as the sequential model, baseline methods, and
variables’ representations. These components are
elaborated further in the subsequent sections.

3.3.1 Variables Representations and Context

To underscore the importance of integrating
problem instance information into the
representation of variables when addressing
the MaxSAT problem, we delve into two
distinct methods: One-Hot encoding and
Node2Vec [13] embeddings.

The former offers a direct, albeit
potentially limited, approach that signifies

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 353–366
doi: 10.13053/CyS-28-2-4723

Omar Gutierrez-De-La-Paz, Ricardo Menchaca-Mendez, Erik Zamora-Gomez, et al.356

ISSN 2007-9737



Fig. 4. Embedding module. The module intakes three
inputs: the previous variable value representation ât−1,
the current variable representation x̂t, and the context
ct. Each input is linearly transformed into its respective
embedded vector with dimensions determined by
configurable hyperparameters. These vectors are
then concatenated to form a unified representation,
encapsulating the essence of the initial inputs. This
unified structure is further linearly transformed to
generate the resultant vector zt, defined by a designated
hyperparameter dimension

the index of variables without encapsulating
formula-specific information. On the other hand,
Node2Vec is an algorithmic framework devised
for learning continuous feature representations of
nodes within networks.

It adopts a graph-based approach that
seamlessly blends the strengths of structural
equivalence (nodes sharing similar roles)
with homophily (nodes associating with
similar neighbors), thereby crafting versatile
node embeddings. Building on this, our adaptation
of the Node2Vec methodology entails crafting
a graph representation of the formula, drawing
inspiration from [25]. In this graph, nodes
correspond to literals and clauses.

Undirected edges link literals and clauses that
interrelate within the formula, and supplementary
edges connect literals belonging to the same
variable (see fig. 3). This comprehensive
graph approach allows Node2Vec to encode
formula-specific insights, potentially enhancing the
optimization processes and solution quality.

While both methods provide unique
perspectives, Node2Vec delves deeper into
the instance’s structure, though it necessitates a
separate learning phase to acquire the feature
representations of the nodes. For the Node2Vec
variables’ representation, we construct a vector for
a specific variable by concatenating the Node2Vec
embeddings of its corresponding two literals.
This manner of representation captures insights
concerning both literals of the variable.

Regarding the context, we average the
embeddings corresponding to the literals, and
similarly, average the embeddings linked to the
clauses. The resultant context vector is the
concatenation of these two averaged vectors,
ensuring that the context includes comprehensive
information about the instance, which could be
invaluable when attempting to solve the problem.

3.3.2 Sequential Module

In our study, we compare and analyze three
distinct models within the sequential module of
the architecture: a Transformer encoder [26], an
Long Short-Term Memory (LSTM) [14] network
and Gated Recurrent Units (GRU) [8].

Both recurrent neural networks (RNNs) and
the Transformer offer unique characteristics and
capabilities for approximating solutions to the
MaxSAT problem.

The Transformer encoder leverages
self-attention mechanisms to capture
dependencies among variables and effectively
model long-range dependencies. In contrast, the
LSTM and GRU models, also capture sequential
information and dependencies over time but
typically exhibit better memory efficiency when
compared to Transformers. By examining and
comparing these three models, we aim to assess
their performance and determine the most
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Fig. 5. Average fraction of satisfied clauses as the radius
r increases. The average encompasses the six different
values of n and their respective five different instances

effective approach for approximating MaxSAT
solutions within our proposed architecture.

3.3.3 Embedding Module

To ensure robustness in our model and adaptability
across different experiments, there was a need to
address potential compatibility and expressiveness
issues that arise when altering various components
of the model. An example is the variability in
representation sizes of the variables. For instance,
while One-Hot encoding has an n-dimensional
representation, the Node2Vec embedding’s size is
determined by a hyperparameter.

Additionally, unlike recursive networks that
accommodate input vectors of any dimension,
the Transformer architecture necessitates that the
input dimension aligns with the model’s dimension.
To navigate these constraints and ensure a
harmonious flow in the architecture, we introduced
an embedding module.

This module was conceptualized to bridge the
gap, linking the diverse inputs to the sequential
module in a seamless and expressive manner.
The core functionality of the embedding module
is centered around transforming the three inputs,
namely the previous variable value representation
ât−1, the current variable representation x̂t, and
the context ct.

Each of these inputs undergoes a linear
transformation to produce their respective

embedded vectors, the dimensions of which
are guided by configurable hyperparameters.
This flexibility in defining dimensions allows the
model to adapt effectively across a variety of
experimental setups.

After these transformations, the three
embedded vectors are concatenated to create
a unified representation that captures the
essence of all initial inputs while maintaining
structural consistency.

This concatenated vector is subsequently
linearly transformed to produce zt, a resultant
vector with a dimension defined by a specific
hyperparameter. This vector serves as the input
for the sequential module, ensuring it receives
information in a consistent and streamlined format
(see fig. 4).

3.3.4 Baselines

The policy gradient theorem can be generalized
to include a baseline. Within our framework, a
baseline b(ϕ) can be any function as long as it
does not vary with the assignment π. It serves
as a reference value (or baseline) against which
the number of satisfied clauses from a particular
assignment is compared.

Utilizing a baseline reduces the variance of
the gradient estimate, which in turn stabilizes
and accelerates the learning process. When
incorporating a baseline b(ϕ), the equation (3)
is adjusted reflecting the formulation of the
REINFORCE [27] algorithm:

∇θJ(θ|ϕ) = E [δ · ∇θ log pθ(π|ϕ)] , (5)

where the expectation is drawn from the
distribution pθ(·|ϕ) and δ = S(π|ϕ)− b(ϕ).

Acknowledging the importance of incorporating
a suitable baseline, we experimented with three
distinct baseline methods, in addition to the
approach that operates without a baseline. Each
of these methods aims to provide an estimate of
the expected number of satisfied clauses:

– Exponential Moving Average (EMA). This
technique employs the exponential moving
average to track the number of clauses satisfied
by the model’s assignment over time.
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Fig. 6. Average fraction of satisfied clauses as the radius
r increases for n =10, 20, 30, 40, 50, and 100. The
average spans the five different instances for each n,
and the plots are sequenced from left to right and top
to bottom

– Greedy Baseline. With the current model
parameters held constant, this baseline selects,
at each time step, the most probable value
for the current variable. It then calculates the
number of clauses satisfied by the assignment.

– Sampling Baseline. In contrast to the greedy
approach, this method draws B solutions and
sets the baseline value as the average number
of clauses satisfied by the drawn samples.

3.3.5 Exploration

To foster exploration within the model, and inspired
by [4], we integrate two distinct strategies.

– Logit Temperature. At each time step t, the
model’s output is adjusted as:

p̂xt =
p̂xt

T
, (6)

where T represents a temperature
hyperparameter. During training, T is set
to 1. However, during evaluation, when T > 1,
the output p̂xt becomes less pronounced,
thereby inhibiting the model from exuding
overconfidence.

– Logit Clipping. At each time step t, the model’s
output undergoes another modification:

p̂xt
= C · tanh(p̂xt

), (7)

where C serves as a hyperparameter, dictating
the range of the logits and subsequently the
entropy of the resultant output.

4 Experimental Setup

We conducted a series of experiments to
assess the potential of a sequential model
for approximating solutions to the MaxSAT
problem. Our goal was to discern the architectural
and procedural elements that enhance the
optimization process to maximize the number of
satisfied clauses.

Unlike the traditional SAT solvers, where the
aim is to find a complete assignment that satisfies
all clauses or determine its non-existence, our
focus was on obtaining solutions that closely
resemble optimality.

In our study, we carefully examined three pivotal
elements: the decoder architecture, the baseline
used to mitigate variance during optimization,
and the embedding technique used to represent
variables and incorporate semantic information.
We posited that these components significantly
influence the performance of the autoregressive
model and, consequently, the quality of the
MaxSAT solution.

To rigorously evaluate the contributions of these
elements, we organized our experiments into three
stages of hyperparameter searches. In the initial
stage, the spotlight was on different decoder
architectures, using a fixed zero baseline and
rudimentary variables’ representation to isolate the
effect of the decoder structure on performance.

The subsequent stage introduced an extra
layer of complexity by incorporating the various
baselines into the hyperparameter search. Lastly,
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Fig. 7. Average number of best trials. The average is
over the five different instances and the three different
search assumptions

the Node2Vec embedding method was integrated
into the final stage, broadening the search
parameters and allowing for a comprehensive
assessment of these elements’ combined influence
on model behavior.

Throughout these stages, we integrated several
other hyperparameters into our searches, such
as learning rate, number of layers, embedding
dimensionality, logit clipping, logit temperature,
and more. It is worth noting that crafting
Node2Vec representations involves its own
intricate procedure, detached from the parameter
tweaking of the sequential model.

Consequently, we executed an independent
hyperparameter search specifically for the
Node2Vec embedding process, ensuring the
availability of high-quality embeddings when
required. By systematically varying these
elements and exploring their interactions through
the hyperparameter searches, our intention was
to pinpoint the most efficient configurations for
the autoregressive model in addressing the
MaxSAT problem. This methodology enabled
a examination of each component’s individual
contributions and their synergistic effects, steering
the optimization process towards near-optimal
solutions. Furthermore, to bolster the rigor and
impartiality of our assessments, our experimental
setup was tested across a diverse set of random
3-SAT instances.

4.1 Dataset

We generate a random k-SAT dataset comprising
not necessarily satisfiable random formulas. For
producing a random k-SAT instance with n
variables and m clauses, we begin by choosing
a small integer for k. Subsequently, for each
clause ci, where i ∈ {1, 2, . . . ,m}, we sample k
variables uniformly at random without replacement.
Each variable is then negated with a 50%
independent probability.

The dataset encompasses 5 instances for
each of the following configurations: for n ∈
{10, 20, 30, 40, 50, 100}, formulas with radius r ∈
{1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5} and k = 3. Here,
the radius signifies the ratio between the number of
clauses m and the number of variables n.

4.2 Hyperparameters Searches

Our ablation study encompassed three distinct
rounds of hyperparameter searches for each
instance. The inaugural search assumption
was concentrated on the exploration of various
decoders—LSTM, GRU, and Transformer—along
with adjusting associated hyperparameters.
However, during this phase, we did not
contemplate baselines beyond the zero value
nor did we consider variables’ representation
techniques beyond One-Hot encoding.

To compare against the first round, the
subsequent round introduced an additional degree
of flexibility by integrating all the proposed
baselines. This phase also presented the option
of eschewing the utilization of any baseline, i.e.,
making the baseline equivalent to zero. Despite
this change, the variables’ embedding technique
remained unaltered as One-Hot encoding.

In the third assumption, the exploration
expanded to include Node2Vec embeddings, which
are adept at capturing intricate relationships
among variables and clauses. This provided a
platform to ascertain the influence of variables’
representation on the model’s performance.

It’s noteworthy that this investigation also
encapsulated all previously delved into elements,
including decoder architectures, baselines, and
One-Hot encoding embeddings. As mentioned
before, each of these rounds integrated additional
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Fig. 8. Fraction of times Transformer decoders, non-zero baselines, and Node2Vec embeddings are present in the
best trials for different values of n, r, and search assumptions. Sub-figures a), b), and c), correspond to the fraction of
times a Transformer decoder is present in the best trials when the search assumption was architecture, baseline, and
Node2Vec, respectively. Sub-figures d) and e) show the fraction of times a non-zero baseline is present in the best trials
when the search was baseline and Node2Vec, Sub-figure f) presents the fraction of times a Node2Vec embedding was
present in the best trials in the Node2Vec search

hyperparameters into the searches, such
as the learning rate, the number of layers,
embedding size, logit clipping, logit temperature,
among others.

For the systematic execution of each
hyperparameter search, we leveraged the
Tune [21] and Optuna [1] frameworks. The
Tree-structured Parzen Estimator (TPE) [7]
was employed as our hyperparameter search
algorithm, complemented by the Asynchronous
HyperBand Scheduler (ASHA) [20] to preemptively
terminate unpromising trials.

The configuration for the ASHA scheduler was
set with a grace period of ((2 ·n)+m)×4 samples,
and a cap at ((2 · n) +m) × 64 samples. The TPE
was designed to conduct 50 trials, with each batch
constituted by 32 replicas of the identical instance.

The primary objective was to pinpoint
the optimal configuration that maximized the
satisfied clauses during the model’s evaluation

Fig. 9. Average fraction of times the different baselines
are present in the best trials

phase. Pertaining to the hyperparameter search
associated with the Node2Vec representations, we
deployed the TPE for a total of 35 trials.

The ASHA scheduler in this context operated
with a grace period of 5, peaking at 25 epochs. To
guarantee a robust representation of the variables,
the embedding size was set at 128.
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4.3 Evaluation

To evaluate the performance of a specific model
configuration on a given instance (i.e., a trial
within a hyperparameter search), we adopted the
following procedure: After processing every 320
samples, which comprise 10 batches with each
batch having a size of 32 during the optimization
process, we sampled 128 potential assignments
(that is, we ran an episode on a single batch of
size 128).

Subsequently, we computed the number
of clauses satisfied (sat) by each of these
assignments. The count of sat clauses at this point
is determined by the highest number of sat clauses
among the 128 assignments. The performance
metric for the model, represented by the number of
sat clauses achieved by a particular configuration,
is the maximum number observed throughout the
entire trial.

Furthermore, the number of sat clauses
attained during a hyperparameter search on a
given instance is derived from the maximum
number of sat clauses observed across all 50
trials. Any trial that matches this maximum value
is deemed as a best trial.

5 Results

After obtaining the number of sat clauses and
identifying the best trials from the hyperparameter
searches conducted for each combination of n,
r, and search assumption (architecture, baseline,
and Node2Vec embedding), we analyzed the
impact of these search assumptions on the number
of clauses the model satisfies.

Additionally, we delved into the architectures,
baselines, and variables’ representations involved
in the top trials as both the number of variables and
radius increased. This provided valuable insights
into the configurations that yield superior solutions
in terms of satisfied clauses.

5.1 Does the Search Assumption Impact the
MaxSAT Solutions?

We used line graphs to illustrate the fraction
of satisfied clauses achieved by each search
assumption as the radius r increased. Moreover,
a 99%-ile confidence interval was included to
highlight the uncertainty in the results. Figure 5
shows the average fraction of sat clauses over
different n values.

The graph reveals that, on average, integrating
baselines into the search led to an increase in the
number of satisfied clauses. This trend persisted
across various r values. Additionally, incorporating
Node2Vec representations into the search process
yielded further enhancements in the number of
satisfied clauses. This evidence suggests that the
inclusion of baselines and Node2Vec embeddings
can markedly improve the performance of the
search algorithm.

To offer a more granular understanding of the
influence of different search assumptions on the
optimization process, we have included additional
graphs for each n value. Figure 6 illustrates the line
graphs for n = 10, 20, 30, 40, 50, and 100.

Examining these charts, we discern an
interesting observation for smaller n values, such
as 10, 20, and 30. For these cases, the benefit of
integrating baselines or Node2Vec into the search
space is less discernible.

For instance, with n = 10, all search
methodologies produce similar outcomes,
suggesting our optimization procedure is adept
at identifying robust solutions irrespective of
search assumptions.

When scrutinizing the outcomes for n = 20 and
30, we notice that the methods using Node2Vec do
not consistently excel beyond other assumptions.
For n = 20, the most optimal outcomes,
on average, emerge when only baselines are
integrated into the search space.

Likewise, for n = 30, no singular assumption
consistently prevails across varying radii. This
insinuates that, with smaller instances and an
insufficient number of trials in the hyperparameters
search, a more streamlined search space might
occasionally offer superior outcomes. Yet, we
posit that augmenting the number of trials in the
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Fig. 10. Fraction of times the context was used in
the best trials for the different values of n and r in
the Node2Vec searches. Results are normalized by
the fraction of times the Node2Vec representations
were chosen

hyperparameters search could bolster results for
both the baseline and Node2Vec assumptions.

Conversely, for greater n values, namely 40,
50, and 100, the merit of embedding baselines in
the search space becomes evident. These visuals
clearly depict an augmented fraction of satisfied
clauses when baselines are incorporated, attesting
to the efficacy of this approach for more extensive
problem instances.

Moreover, the integration of Node2Vec
embeddings into the search space results in
general in even more pronounced improvements in
satisfied clauses, emphasizing the advantages of
incorporating instance-specific information into the
optimization process. In light of the aforementioned
analyses and observations, it becomes evident
that search assumptions significantly influence
MaxSAT solutions. These revelations accentuate
the importance of employing baselines and
leveraging Node2Vec embeddings, particularly
when addressing problems of larger scales.

5.2 Which Configuration is Better?

To determine the most effective configurations,
we counted the number of best trials as both
n and r increased. Figure 7 demonstrates
that for simpler instances—those with smaller
n and r values—many trials achieve the sat

number of clauses (i.e., the maximum number of
satisfied clauses achieved by the model during a
specific search).

This indicates consistent model performance
even with randomized hyperparameters during
the hyperparameters searches’ warm-up phase.
However, for more complex instances (larger n
or r values), reaching the maximum number of
satisfied clauses is challenging, and only specific
configurations yield the best results.

Figure 8 provides insights into how frequently
Transformer decoders, non-zero baselines, and
Node2Vec representations appear in the best
trials across the values of n, r, and search
assumptions. For different search assumptions,
sub-figures 8(a-c) show the prevalence of
Transformer decoders.

With increasing n and r, the Transformer
decoder becomes more favored over LSTM and
GRU architectures, especially when the search
includes baselines or variables’ representation
based on Node2Vec. Sub-figures 8(d-e) reveal
a consistent preference for non-zero baselines
across varying n and r values when available in
the search space.

This suggests their pivotal role in optimizing
MaxSAT solutions. Sub-figure 8(f) illustrates
the preference for Node2Vec representations
during Node2Vec searches. When available,
these embeddings are often chosen, signaling
the importance of instance-specific information,
particularly for more intricate instances.

While simpler instances often exhibit a range
of top-performing configurations, as revealed in
fig. 7, complex ones with larger n or r values are
more reliant on specific elements like Transformer
decoders, non-zero baselines, and Node2Vec
embeddings. This underscores the significance
of these elements for handling intricate instances.
Figure 9 offers a breakdown of how often different
baselines feature in top trials.

It becomes clear that non-zero baselines play
a substantial role in achieving optimal solutions.
The pie chart highlights the dominance of the
EMA approach in both searches, with greedy and
sample baselines also being prominent. These
data emphasize the merit of considering diverse
baseline strategies in optimization processes.
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During our experiments, models had the option
to either utilize or ignore the context when
Node2Vec variables were selected. Figure 10
portrays how often context was incorporated
in top trials, normalized for instances when
Node2Vec-type variables were selected. While its
adoption slightly increases with n and r, context is
not consistently present in top trials. We theorize
that refining the context design might bolster the
information from Node2Vec variables, potentially
enhancing the solutions.

6 Conclusion and Future Work

We conducted a series of experiments across
a diverse set of random 3-SAT instances to
assess the potential of a sequential model for
approximating solutions to the MaxSAT problem
optimizing the parameters of the parametric model
by maximizing the expected value of the number
of satisfied clauses to predict a distribution
over the possible solutions using the policy
gradient method.

Our goal was to discern the architectural
and procedural elements that enhance the
optimization process to maximize the number of
satisfied clauses.

The experiments presented demonstrated
the potential advantages of using certain
configurations and search assumptions, such
as the inclusion of baselines and the Node2Vec
embeddings, in improving the efficiency and
accuracy of the model for MaxSAT solutions.

The clear influence of Transformer decoders,
particularly for more complex instances,
emphasized the utility of architectures that can
capture long-range dependencies in the problem.
This is pivotal for tasks such as MaxSAT where
inter-variable relationships can have a significant
impact on the overall satisfaction of clauses.

The introduction and evident advantage of
non-zero baselines, especially the EMA approach,
signaled the importance of stable and guided
optimization. In the same way, Node2Vec
embeddings benefit the model, especially as n
and r increase. However, one surprising outcome
was the inconsistent utilization of context with
Node2Vec variables in top trials.

We postulate that an improved context design,
which is a promising avenue for improvement,
could supplement rich semantic information,
potentially leading to enhanced solutions. Moving
forward, several research directions emerge from
the insights and limitations of our current approach:

– Advanced Variables Representations.
Instead of relying solely on Node2Vec, we
propose exploring more sophisticated graph
embedding techniques, especially Graph Neural
Networks, to better capture the structural
intricacies of the MaxSAT instance.

– Refining Context Usage. The ambiguous
outcomes from our usage of context with
Node2Vec variables highlight the need for
further investigation. A more refined integration
approach, such as a time-dependent context
updated at each time step using attention
mechanisms, is worthy of exploration.

Coupling this with alternative graph
embedding methods may offer richer structural
insights into the SAT formula.

– Alternative Architectural Decoder
Considerations. The Transformer model’s
efficacy, especially for complex instances,
leads us to believe there’s potential
in transformer-tailored architectures for
combinatorial optimization tasks.

For instance, a specialized decoder design
that isn’t reliant on consuming all previous
inputs directly, and instead uses context more
effectively, might yield better results.

– Expanded Dataset Variability. While our
current experiments leaned on random 3-SAT
instances, there’s merit in diversifying our
test cases. This includes exploring other
MaxSAT problem types and integrating
real-world instances to gain a comprehensive
understanding of the model’s capabilities.

– Enhanced Exploration Techniques. The
logit temperature and clipping methods served
us well in this study. Yet, integrating other
exploration or regularization techniques, like
the entropy bonus in computing the policy
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gradient loss, might elevate the quality of the
models outputs.

– Improve Post-Processing. Post-model solution
refinement is a promising direction. Leveraging
larger samplings, advanced techniques like
beam search, or tailored search strategies could
maximize solution quality further.

– Contemplation of Variable Ordering.
Throughout our experiments, the variables
were introduced to the model in ascending order
based on their index. Investigating other types
of variable ordering, especially those based on
advanced strategies, may prove advantageous
in the search for optimal assignments.
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Abstract. The integration of 5G technology is 
progressively becoming standardized in everyday life, 
presenting notable benefits. However, it also remains 
largely uncharted territory, whether due to the diversity 
of applicable areas or its innovative nature. As such, 
there is a growing interest in delving into its various fields 
of application. In this context, the aim of the present 
research is to discern the state of the art of 5G 
technology and its impact on cybersecurity. To achieve 
this goal, a systematic review of studies published 
between 2016 and 2022 was conducted. The search 
strategy employed yielded a total of 13,235 papers from 
recognized sources such as Scopus, Web of Science, 
ARDI, ACM Digital Library, IEEE Xplore, and 
EBSCOhost. From this set, 68 papers were identified as 
relevant studies, after applying the established filters 
and exclusion criteria. Among the derived findings, there 
is a notable concentration of bibliometric flow by 
countries, the various areas of application, and the co-

occurrence of organizations that previously researched 
this topic. The main implication of this research lies in 
identifying a tangible need to increase and improve 
studies regarding the application of 5G technology and 
its impact on cybersecurity. 

Keywords. Technology, 5G, cybersecurity, systematic 
review, bibliometric review. 

1 Introduction 

At this stage of technological progress, as 5G 
technology has become an integral part of our daily 
lives, its application is evident in various areas 
such as: communication between devices on the 
mobile network [81], data transmission [82], and 
network slicing [83]. 
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This fifth generation, by offering a broader array 
of services compared to its predecessors, allows 
for a wider application in areas like the 
interconnection of open systems [84]. However, 
concerns arise regarding security and privacy [85], 
given the emerging vulnerabilities. 

Despite these advancements, a comprehensive 
understanding of the state of the art concerning 
this technology's impact on cybersecurity is still 
lacking, which, if explored, could pave the way for 
future developments in this domain. Recent 
studies indicate that the 5G generation is designed 
to offer faster speeds, lower latency, and a more 
robust connection compared to previous 
communication technologies. 

However, a heightened security threat is 
anticipated due to the wide range of vectors 
through which adversaries can launch attacks. 
Consequently, cybersecurity becomes crucial, as it 
is associated with the protection of confidential 
data and user personal information [78], key 
elements to counteract such threats. 

On the other hand, the impacts of 5G 
technology on cybersecurity [76] are promising, 
considering that any traditional system involves 
restricting cyber access to confidential data and 
components, which is expected to benefit the user. 
It is suggested to conduct a holistic assessment to 
understand the attack surface of a 5G-based 
system, with the aim of comprehending the 
potential cyber risk for such infrastructure and 
developing appropriate mechanisms for protection 
against these threats [73]. 

Furthermore, it is necessary to delve into the 
different definitions addressed in the review and 
conduct a classification of the various forms of 
existing information [75], to gain a clearer and 
structured understanding of the cybersecurity 
landscape in the 5G environment. It is evident that 
5G technology applications can enhance 
cybersecurity and provide an overall better service; 
however, there is not yet specific research that 
analyzes the impact of this technology 
on cybersecurity. 

This paper aims to determine the state of the art 
of 5G technology and its impact on cybersecurity. 
The structure of the document is organized as 
follows: Section II presents the theoretical 
framework; Section III describes the review 
method used; Section IV highlights the results and 

derived discussions; and finally, Section V 
provides the conclusions and suggests directions 
for future research in this field. 

2 Background and Related Work 

2.1 Research Problems and Objectives 

To adequately understand 5G technology, which is 
already widely used today, it's essential to review 
some fundamental concepts. 

2.1.1 First Generation (1G) 

Mobile systems have evolved significantly since 
the emergence of the first generation in the 1980s. 
Back then, there were no robust security 
mechanisms [36]. 

2.1.2 Second Generation (2G) 

The second generation of mobile phone services, 
known as 2G, was introduced in 1991, succeeding 
1G. Mobile devices equipped with this technology 
offered voice and messaging services. However, 
2G posed a series of security challenges. Within 
the realm of 2G networks, cyber attackers often 
used spam tactics as a means to distribute 
unsolicited information to users. This strategy 
facilitated the spread of malicious code among 
mobile device users. Attackers were using 
malicious code for harmful purposes [53]. 

2.1.3 Third Generation (3G) 

The security system in 3G considered all the 
vulnerabilities detected in 2G and proceeded to 
rectify them. The security architecture 
implemented in 3G communications was 
articulated into five components: network access 
security, network domain security, user domain 
security, application security, and visibility and 
configurability security. Some of these 
vulnerabilities were related to unauthorized 
acquisition of users' confidential information, illicit 
interventions, and identity spoofing attacks [84]. 

2.1.4 Fourth Generation (4G) 

The 4G security architecture was developed based 
on experiences and lessons drawn from the 2G 
and 3G networks. 4G introduced a revamped set 
of cryptographic algorithms and a significantly 
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different key structure compared to 2G and 3G. 
However, 4G also inherited certain security 
problems present in these earlier networks. With 
the adoption of 4G technology, mobile operators 
had the capability to offer novel services, including 
those at high speeds. It is important to note that 
cybercriminals demonstrated an organization and 
adaptability that surpassed expectations [85]. 

2.1.5 Fifth Generation (5G) 

Currently, a vast amount of information is in 
multimedia formats, such as images and videos. 
Given the increasing demand for this data, 
multimedia exchange has positioned itself as one 
of the most sought-after Internet services. 
Concurrently, the emergence of fifth generation 
(5G) networks brings numerous benefits in terms 
of providing these multimedia sharing services. 

It is imperative to note that, given the relevance 
of image exchange in the multimedia context [47], 
the 5G network demands the implementation of 
security mechanisms adapted to the new 
applications, network architectures, and air 
interface technologies [77]. 

2.1.6 Future of the Network (6G) 

The 6G promises to incorporate various 
components, such as edge computing, cloud 
computing, and artificial intelligence. Among these 
elements, the communications infrastructure 
expects to have the largest market share, reaching 
figures of up to one billion US dollars [29]. 

2.2 Cybersecurity 

Cybersecurity is recognized as an essential 
element in the implementation of 5G technology 
within the European Union (EU). It is projected that 
5G networks will play a leading role in the Digital 
Single Market (DSM), significantly influencing 
areas such as energy, transportation, and 
health services. 

Furthermore, with the emergence of 5G, we are 
heading towards an even more interconnected 
world. In this context, vulnerabilities detected in the 
5G systems of a member state could impact the 
entire EU. Consequently, it is essential to promote 
collaboration and cooperation among nations to 
ensure a safe and coordinated implementation 
of 5G [50]. 

3 Review Method 

To conduct the systematic review on the impact of 
5G technology on cybersecurity, the principle 
proposed by Petersen [69] and Rimaki [70] 
was followed. 

They suggest the formulation of research 
questions, the search in relevant sources to extract 
data, and answering these questions considering 
the identified limitations and conclusions. 

For more details, refer to Figure 1. A keyword 
map was also used as suggested by Kitchenham 
[71], with the aim of showing the most predominant 
research trends and detecting the topics present 
within the analyzed field. 

A word map facilitates visualization and a better 
understanding of the actual meaning of each 
concept developed on the topic, as explained 
by Linnenluecke [72]. 

3.1 Research Problems and Objectives 

A general research question (RQG) is formulated, 
and additionally, several specific research 
questions (RQ) are proposed along with their 
respective objectives, as shown in Table 1 below. 

3.2 Information Sources and Search Strategies 

The sources selected for this systematic review 
include IEEE Xplore, ARDI, Web of Science, 
EBSCOhost, Scopus, and ACM Digital Library. To 
conduct the information search related to both 
dependent and independent variables, synonyms 
were sought, considering how authors refer to 
them in their papers, as shown in Table 2. 

To track research papers based on search 
descriptors, equations were initially used in the 
selected sources. Boolean logic was also applied, 
tailoring it to the specifics of each source, as shown 
in Table 3. 

3.3 Identified Studies 

In this section, the number of results obtained per 
source for the research is presented, as shown in 
Figure 2. 
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3.4 Exclusion Criteria 

After obtaining the papers, the next step is to select 
them for evaluation to determine if they are suitable 
for the research. For this purpose, four filters with 
eight exclusion criteria (EC) were used, detailed 
as follows: 

EC1: The papers are more than 7 years old. 

EC2: The papers are not written in English. 

EC3: The papers have not been published  

in conferences or journals. 

EC4: The papers are systematic reviews. 

EC5: The titles and keywords of the papers are not 
descriptive or relevant. 

EC6: Full text of the papers is not available. 

EC7: The papers are not unique. 

EC8: The paper is less than 10 pages long. 

3.5 Study Selection 

Next, the selection of studies is presented using 
the PRISMA diagram, as shown in Figure 3. 

3.6 Quality Assessment 

At this stage, the quality of the 68 selected papers 
was assessed after applying the exclusion criteria. 
To ensure the quality of the papers, 7 quality 
criteria (QA) were established for their evaluation, 
which are as follows: 
QA1: Does the paper consider 

fundamental research? 

QA2: Does the paper reference the instruments 
used for data collection? 

QA3: Does the paper provide access to the full text 
of the research? 

QA4: Does the paper present a clear and precise 
delimitation of the specific area it addresses 
in its research? 

QA5: Does the paper provide a comprehensive 
explanation of the context in which the 
research was conducted? 

QA6: Does the researcher have relevant academic 
training in the field of study of 5G Technology 
and Cybersecurity? 

QA7: Does the researcher provide contact 
information or institutional affiliation for 
future inquiries? 

The assessment of the QA questions is 
conducted using a rating scale that ranges from 1 
to 3 (1- Not good, 2- Good, and 3- Very good). The 
minimum value for inclusion is 12 (60% of the 
maximum). 68 papers were chosen as they scored 
≥ 12. Table 4 displays the results of the 
quality assessment. 

3.7 Data Extraction Strategies 

Now, the process began to extract the most 
relevant papers with the aim to precisely address 
the established research questions. The extracted 
information included: Reference number, paper 
title, URL, source, year, countries, ISSN, type of 
publication, name of the publication, authors, 
affiliations, quartile, H-Index, research 
methodology, number of citations, abstract, 
keywords, discussion, and conclusion. To 
categorize the papers, Mendeley Desktop tool was 
utilized, as shown in Figure 4. 

3.8 Synthesis of Findings 

The information extracted for the research 
questions (RQ) was tabulated and presented as 
quantitative data, which was used to conduct a 
statistical comparison between the different 
findings corresponding to each research question. 

These data obtained facilitated the identification 
of certain research patterns that have manifested 
over the past seven years. 
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4 Results and Discussion 

In this section, key findings derived from the 
systematic review of the analyzed papers are 
presented and discussed. We examine the most 
prominent application areas, the quality levels of 
the sources, the co-authorship networks of the 
most influential researchers, the geographical 
distribution of the research, and the clusters of 
papers with similarity in titles. 

This section provides a comprehensive view of 
the results obtained, contributing to a deeper 
understanding of this field of study and its evolution 
in recent years. 

4.1 General Description of the Studies 

The general findings obtained in this review are 
presented below. Figure 5 illustrates the 
percentage of papers according to the types of 
publication. In this study, 68 papers were selected, 
setting the criteria to only include papers from 
journals and conferences. Figure 5 reveals that 
97.1% are from journals, while only 2.9% are from 
conferences, out of the total types of 
papers considered. 

In the research conducted by Farooqui, Arshad, 
and Khan [73], both types of papers—conferences 
and journals—were also considered, aligning with 
the criteria used in this paper. On the other hand, 
Raveendran and Tabet [74] also used 68 papers in 
their review. 

Authors Lozano and Mateo [75] state that in 
their paper, they employed 62.42% from 
conferences, 30.96% from journals, and included 
books, which constituted 6.62% of the 
participation, thus differentiating their review in 
terms of the exclusion criteria of the type of paper 
used in the current research. 

It is noted that, over the years, the authors of 
the reviews are considering approximately 70 
papers for their research, in addition to prioritizing 
papers from journals and conferences in their 
exclusion criteria. 

In the future, authors might consider papers 
from journals and conferences as primary 
information, given the preference for these types of 
publications in this research field, as reflected in 
the various reviews considered. Table 5 displays 
the number of papers by continent and year. 

Table 1. Research questions and objectives 

Research Question Objectives 
RQG: What is the state of 
the art in research 
regarding 5G Technology 
and its impact on 
Cybersecurity? 

Determine the state of 
the art in research 
regarding 5G 
Technology and its 
impact on 
Cybersecurity. 

RQ1: In which industrial 
sectors or fields of study is 
5G Technology having a 
significant impact? 

Determine the industrial 
sectors or fields of study 
where 5G Technology is 
influential. 

RQ2: How are the 
publications on 5G 
Technology and its impact 
on Cybersecurity 
distributed among the 
different journal quartiles? 

Identify the distribution 
of publications on 5G 
Technology and its 
impact on Cybersecurity 
among different journal 
quartiles. 

RQ3: Who are the most 
prolific or influential 
authors in the field of 5G 
Technology and its impact 
on Cybersecurity, and 
what are their co-
authorship networks? 

Determine authors who 
frequently co-author 
papers on 5G 
Technology and its 
impact on 
Cybersecurity. 

RQ4: Which countries 
lead in producing 
research on 5G 
Technology and its impact 
on Cybersecurity, and 
how are the bibliometric 
flows distributed among 
these countries? 

Identify countries that 
often feature bibliometric 
flows in research on 5G 
Technology and its 
impact on 
Cybersecurity. 

RQ5: How can papers be 
grouped based on the 
thematic similarity of their 
titles in the field of 5G 
Technology and its impact 
on Cybersecurity, and 
which topics dominate 
each cluster? 

Identify clusters of 
papers whose titles 
show similarity in 
research about 5G 
Technology and its 
impact on 
Cybersecurity. 

Table 2. Search descriptors and their synonyms 

Descriptor Description 

5g technology/ 5g/ 5g network/ 5g 
mobile telephony/ fifth generation 

Independent 

Variable 

cybersecurity / online safety / 
security/cyber 

Dependent Variable 
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The papers selected for this research cover the 
period from 2016 to 2022, with contributions from 
all continents. As shown, the year 2022 recorded 
the most contributions, while 2016 had the 
fewest contributions. In the study by Gamboa-
Cruzado [89], a continuous increase in publications 
from 2016 to 2021 is observed, which coincides 
with the current research. 

Figure 7 illustrates the number of papers 
contributed by each continent, classifying them into 
categories: good, average, and low. On the other 
hand, the previous figure reveals that the 
continents of Asia and Europe are classified as 
good, contributing more than 30 papers each, 
while Africa and Oceania are considered low, 
contributing fewer than 10 papers each. 

In the study by Raveendran and Tabet [74], 
papers were considered over a broader time 
range, from 2000 to 2020, providing a more 
extended temporal window compared to the 
current paper. On the other hand, Lozano, and 
Mateo [75] align with the results presented in this 
paper in identifying Asia as the continent with the 
most publications, accounting for 39.65%, followed 
by Europe with 32.25%. In a study conducted by 
Zeb, Mahmood, Hassan, Piran, Guizani, and 
Gildlund [76], the chosen time range spanned from 
2003 to 2021. 

It can be concluded that, for potential future 
research on this topic, it would be prudent to 
prioritize the search for information on the Asian 
continent, given the trend observed in the results 
found, as well as in the research of other authors, 
suggests that this continent is the most productive 
in terms of contributions, followed by Europe. 

Regarding temporality, it might be beneficial to 
broaden the range of years considered to gain a 
broader and possibly more representative view of 
the state of the art in the field of 5G technology and 
its impact on cybersecurity. 

4.2 Answers to the Research Questions 

Following are the conclusions and specific findings 
that address each of the research questions posed 
in the study.  

Each research question is tackled individually, 
providing detailed analyses and answers based on 
the data gathered and assessed in the previous 
section. This part of the paper offers a clear 
structure for understanding how the results relate 
to the research objectives and provides valuable 
insights into the current state of the field in relation 
to the questions raised. 

RQ1: In which industrial sectors or fields of study 
is 5G Technology having a 
significant impact? 

Table 3. Information sources and search equation 

Source Search equation 

Scopus 

TITLE-ABS-KEY (("5g technology" OR  5g 
OR "5g network” OR “5g mobile telephony” OR 
“fifth generation”) AND (cybersecurity OR "online 
safety" OR security OR cyber)) 

Web of 
Science 

(“5g technology” OR 5g OR “5g network” OR 
“5g mobile telephony” OR “fifth generation”) AND 
(cybersecurity OR “online safety" OR security OR 
cyber) (Title) OR (“5g technology” OR 5g OR “5g 
network” OR “5g mobile telephony” OR “fifth 
generation”) AND (cybersecurity OR “online 
safety" OR security OR cyber) (Abstract) 

IEEE Xplore 

(("Document Title":5g OR "Document 
Title":“5g technology” OR "Document Title":“5g 
network” OR "Document Title":“5g mobile 
telephony” OR "Document Title":“fifth 
generation”) AND ("Document 
Title":cybersecurity OR "Document Title":“online 
safety" OR "Document Title":security OR 
"Document Title":cyber)) OR (("Abstract":5g OR 
"Abstract":“5g technology” OR "Abstract":“5g 
network” OR "Abstract":“5g mobile telephony” OR 
"Abstract":“fifth generation”) AND 
("Abstract":cybersecurity OR "Abstract":“online 
safety" OR "Abstract":security OR 
"Abstract":cyber)) 

ARDI 

((Abstract:(\(“5g technology” OR 5g OR “5g 
network” OR “5g mobile telephony” OR “fifth 
generation”\) AND \(cybersecurity OR “online 
safety" OR “security” OR “cyber”\))) OR 
(TitleCombined:(\(“5g technology” OR 5g OR “5g 
network” OR “5g mobile telephony” OR “fifth 
generation”\) AND \(cybersecurity OR “online 
safety" OR “security” OR “cyber”\)))) 

EBSCO host 

AND (“5g technology” OR 5g OR “5g 
network”) AND (cybersecurity OR “online safety" 
OR security) Title OR (“5g technology” OR 5g OR 
“5g network”) AND (cybersecurity OR “online 
safety" OR security) Abstract 

ACM 
Digital Library 

[[[Title: "5g technology"] OR [Title: 5g] OR 
[Title: "5g network"] OR [Title: "5g mobile 
telephony"] OR [Title: "fifth generation"]] AND 
[[Title: cybersecurity] OR [Title: "online safety"] 
OR [Title: security] OR [Title: cyber]]] OR 
[[[Abstract: "5g technology"] OR [Abstract: 5g] OR 
[Abstract: "5g network"] OR [Abstract: "5g mobile 
telephony"] OR [Abstract: "fifth generation"]] AND 
[[Abstract: cybersecurity] OR [Abstract: "online 
safety"] OR [Abstract: security] OR [Abstract: 
cyber]]] 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 367–386
doi: 10.13053/CyS-28-2-4734

Javier Gamboa-Cruzado, Luis Cuya-Chuica, Jefferson López-Goycochea, et al.372

ISSN 2007-9737



The following presents Table 6, which 
illustrates the sectors where 5G technology finds 
greater application according to this review. 

From the table, it is evident that the 
predominant areas of application for 5G 
technology in this study are physics at 58.8%, 
transport at 38.2%, and healthcare at 32.3%. 

Raveendran and Tabet [74] identify main 
themes as categories in their research, leading 
them to formulate five master themes related to 
higher-order concerns, namely: electromagnetic 
pollution, cybersecurity issues, data center 
overload, proliferation of submarine cables, and 
electronic waste. 

On the other hand, Zeb, Mahmood, Hassan, 
Piran, Guizani, and Gildlund [76] primarily focus on 
the information of the industrial digital twin for 
control and management processes in industrial 
applications. Still, they also touch upon cloud 
computing, machine learning, artificial intelligence, 
5G industrial services, industrial twin placement 
strategies, green communication, and automated 
optical inspection. 

Goudarzi, Ghayoor, Waseem, Fahad, and 
Traore [86] place importance on the realm of the 
Internet of Things in next-generation IoT-enabled 
smart grids, with a higher number of contributions 
derived from parts of their papers included in 
their review. Authors Sodhro, Awad, Beek, and 
Nikolakopoulos [87] examine network layer 
approaches and other technologies in their review, 
with the areas of network and security having the 
most contributions recorded. 

Ferrag, Maglaras, Argyriou, Kosmanos, and 
Janicke [88] point out that the research area 
receiving the most contributions in the papers they 
selected is security and privacy. The diversity in 
the criteria mentioned by various authors when 
addressing 5G technology reflects the breadth and 
complexity of this emerging technology. 

Based on the focus of the review, areas of 
physics and electromagnetism, as well as security, 
are particularly emphasized, indicating that these 
are significant areas of interest in the current 
5G literature. 

Physics and electromagnetism are fundamental 
to understanding and advancing 5G technology, as 
they lie at the core of how wireless signals are 
transmitted and received. 

The implications of 5G technology in these 
fields are vast and could lead to new innovations 
or technical challenges that have not yet been fully 
explored. Future research in the field of 5G 
technology could greatly benefit from the findings 
and themes highlighted in the current review. 

However, it is crucial for future researchers to 
also follow their own criteria and personal focus, 

 

Fig. 2. Number of papers by source 

 

Fig. 3. PRISMA flow diagram 
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and perhaps explore other relevant areas or topics 
that might not have been extensively covered in 
current studies. The advice to adhere to the 
author's criteria suggests that each researcher 
should also bring their unique perspective and 
focus to the field, which could lead to new ideas 
and advancements not yet considered. 

This is especially relevant in a rapidly moving 
and evolving technological field like 5G, where 

innovation and continuous exploration are 
essential for advancing knowledge and the 
practical application of the technology. 

RQ2: What is the distribution of publications on 
5G Technology and its impact on Cybersecurity 
among the different quartiles of journals? 

Figure 6 displays the quartile levels broken 
down by year. The Figure 8 presented below 

Table 4. Quality assessment of the papers 

Ref. 

Q

A

1 

QA2 QA3 QA4 QA5 QA6 QA7 Score Ref. QA1 QA2 QA3 QA4 QA5 QA6 QA7 Score 

[1] 2 3 3 3 2 3 1 17 [35] 3 0 3 3 3 3 2 17 

[2] 2 1 3 3 1 2 3 15 [36] 3 3 3 3 3 3 3 21 

[3] 2 1 3 3 1 2 3 15 [37] 3 3 3 3 3 2 3 20 

[4] 3 1 3 3 1 2 3 16 [38] 0 3 3 3 3 3 3 18 

[5] 3 3 0 3 3 2 3 17 [39] 3 3 3 3 3 3 3 21 

[6] 3 3 3 0 3 3 0 15 [40] 3 3 3 2 3 3 3 20 

[7] 3 3 3 3 3 0 3 18 [41] 3 0 3 3 3 3 3 18 

[8] 3 3 2 3 3 3 3 20 [42] 3 3 3 3 0 3 3 18 

[9] 3 3 2 3 3 3 3 20 [43] 2 3 3 3 3 0 3 17 

[10] 3 3 2 3 3 3 3 20 [44] 3 1 3 3 3 3 3 19 

[11] 3 0 2 3 3 3 0 14 [45] 3 2 3 0 3 3 3 17 

[12] 3 3 0 3 3 3 3 18 [46] 3 0 3 3 3 3 3 18 

[13] 3 3 3 3 3 3 3 21 [47] 3 3 3 3 3 3 3 21 

[14] 3 3 3 0 3 3 3 18 [48] 3 3 3 3 3 0 1 16 

[15] 3 3 3 3 3 3 3 21 [49] 3 3 1 3 3 3 3 19 

[16] 0 3 0 3 3 3 1 13 [50] 3 3 3 3 3 3 3 21 

[17] 3 3 3 3 3 3 3 21 [51] 3 0 3 3 3 3 3 18 

[18] 3 3 3 1 3 3 3 19 [52] 3 3 3 0 3 3 3 18 

[19] 3 3 3 3 3 3 3 21 [53] 2 3 3 3 3 0 3 17 

[20] 3 0 3 3 3 3 3 18 [54] 3 3 3 3 3 3 3 21 

[21] 3 3 3 3 3 3 0 18 [55] 3 3 2 3 3 3 3 20 

[22] 3 3 3 0 3 3 3 18 [56] 3 3 3 3 3 2 3 20 

[23] 3 3 3 3 3 3 3 21 [57] 3 3 3 3 3 3 3 21 

[24] 0 3 3 3 1 3 3 16 [58] 3 3 3 0 3 1 3 16 

[25] 3 3 3 3 3 3 3 21 [59] 3 0 3 1 3 3 3 16 

[26] 3 3 3 3 3 3 0 18 [60] 2 3 3 3 3 3 3 20 

[27] 2 3 3 3 3 3 3 20 [61] 3 3 3 3 3 3 3 21 

[28] 3 3 0 3 3 3 3 18 [62] 3 3 3 3 3 3 3 21 

[29] 3 3 3 3 3 3 3 21 [63] 2 3 3 2 3 3 0 16 

[30] 3 3 3 3 3 3 3 21 [64] 3 0 3 3 0 3 3 15 

[31] 3 3 3 3 0 3 3 18 [65] 2 3 3 3 3 3 3 20 

[32] 3 3 3 3 3 3 3 21 [66] 3 3 3 3 3 3 3 21 

[33] 1 3 3 3 2 3 3 18 [67] 2 3 3 0 3 3 3 17 

[34] 3 3 3 3 3 3 3 21 [68] 3 3 3 3 3 3 3 21 
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illustrates the relationship between the quartiles 
and the sources used in the review through a 
Sankey diagram. This type of diagram allows for a 
clear and effective visualization of how the different 
quartiles are distributed among the various 
reviewed sources, facilitating the understanding of 
the correlation between these two elements. 

Through graphical flows, the Sankey diagram 
displays how the quartiles are associated with 
each source, providing an intuitive visual 
representation that can be greatly helpful in 
understanding the distribution and trend of the 
quartiles in relation to the sources consulted in the 
systematic review process. 

The Figure underscores that papers in this 
research are categorized into quartile levels Q1, 
Q2, Q3, and Q4, with Q1 being the most prevalent. 
Moreover, it is observed that the year 2022 
contributed the highest number of papers. 

On the other hand, the correlation between 
quartiles and the sources from which the papers 
originated is illustrated, revealing that all papers 
categorized in the Q1 quartile come from all 
consulted sources, with the exception 
of EBSCOhost. 

This analysis reflects not only the distribution of 
papers across different quartiles and their yearly 
evolution but also the relationship between the 
perceived quality of the papers, represented by the 
quartiles, and the sources from which they were 

drawn, providing an in-depth perspective on the 
provenance and quality of the papers reviewed in 
this research. 

The authors Ogbodo, Abu-Mahfouz, and Kurien 
[77] also agree with the findings of this research, 
including the same quartiles in their paper, with the 
exception of Q2. This reflects a similarity in the 
distribution of the quality of papers across different 
studies, although with some differences regarding 
the Q2 quartile. 

This might indicate variations in the selection or 
evaluation of papers among different studies. This 
overlap, with the mentioned exception, could 
suggest a trend or pattern in the distribution of 
papers based on their quality and provides a basis 
for comparing and contrasting results among 
different studies in the realm of 5G Technology and 
its impact on cybersecurity. 

It is observed that the considered papers span 
all quartile levels, though there is a notable 
decrease in the Q2 category. This could be a point 
of consideration for future researchers looking to 
evaluate the quality of this type of research. 

The variability in the quartile distribution, 
particularly the drop in Q2, may offer insights 
regarding the quality and relevance of existing 
studies in the realm of 5G Technology and its 
impact on cybersecurity. 

Furthermore, this pattern could serve as a 
guide for future research, suggesting a more 

 

Fig. 4. Reporting of papers using Mendeley desktop 
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thorough review of evaluation criteria and paper 
selection, especially concerning Q2. 

This could contribute to a broader and more 
accurate understanding of the existing literature, 
and possibly influence the direction and focus of 
future research efforts in this field. 

RQ3: Who are the most prolific or influential 
authors in the field of 5G Technology and its impact 
on Cybersecurity, and what are their co-
authorship networks? 

With respect to co-occurrence, there are 
semantic distributional models based on count 
vectors that represent by means of a matrix the 
frequency of occurrence of words (authors, in this 
case) in a document. The similarity between two 
words vectors can be obtained through the angle 
they form, specifically by the cosine of the angle. 

It is considered that the smaller the angle, and 
consequently the cosine of the angle, the greater 
the similarity between them. With the following 
equation, we obtain the cosine measure between 

the documents �� and �� where ��� is the weight of 

the semantic feature � in the document ��: 

sin	�� , ��� � cos��� �  ∑ ���� ∗ ��������
��∑ �������� � ∗ �∑ �������� �

. 
(1) 

Figure 9 illustrates the bibliometric network that 
highlights the frequency with which certain authors 
collaborate as co-authors in the studies considered 
in this review. 

This visualization can provide a clear 
representation of the connections and 
collaborations among researchers within the study 
field of 5G Technology and its impact on 
cybersecurity. Through this network, it is possible 
to identify clusters of authors who frequently work 
together, which may indicate research groups or 
institutions that are actively contributing to 
this area. 

Figure 9 displays the bibliometric network of co-
authors in this review, highlighting four authors 
who show a recurring co-authorship frequency: 
Zhu Han, Latif U. Khan, Choong Seon Hong, and 
Ibrar Yacoob, who each contribute to three 
research papers respectively with 
other researchers. 

This visualization can be significant in 
understanding existing collaborations and the 
network of professional relationships in the field of 
5G Technology and its impact on cybersecurity. 
Identifying these recurring authors may point to 
individuals or research groups that have a notable 
influence or specialization in the area. 

Lozano and Mateo [75] highlight two papers as 
the most cited in their research: "Performance 
evaluation of the IEEE 802.11p WAVE 
communication standard" and "Delay and 
broadcast reception rates of highway safety 
applications in vehicular ad hoc networks," both 
authored by Eichler. 

These papers focus on the performance 
evaluation of vehicular communication standards 
and highway safety applications, respectively. On 
the other hand, Ly, and Yao [78] identify the 
publication "Deep learning in mobile and wireless 
networking: A survey" as the most recurring in their 
review, written by Zhang, Patras, and Haddadi. 

This work encompasses a comprehensive 
review of deep learning applied to mobile and 
wireless networks, reflecting an interest in the 

 

Fig. 5. Percentage of papers by journal and conference 

Table 5. Number of papers by continent and year 

Years 
 

Continent 
2016 2017 2018 2019 2020 2021 

Asia 1 1 4 1 11 16 

Europe 1 4 5 7 13 4 

America 0 0 1 1 6 1 

Oceania 0 0 0 0 2 1 

Africa                                            0 0 0 0 1 
 

Total 2 5 10 9 33 22 
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intersection between machine learning 
technologies and communication networks. 

Based on the obtained results, it is evident that 
there are various prominent authors in the findings, 
which vary depending on the focus of the review. 
This suggests that in future research related to this 
topic, it might be beneficial to define one or several 
key benchmarks that could guide or inform the 
study in question. 

Identifying these benchmarks can not only 
provide a solid foundation for the analysis but could 
also help situate the work within the broader 
context of the existing literature in this field. RQ4: 
What are the leading countries in the production of 
research on 5G Technology and its impact on 
Cybersecurity, and how are the bibliometric flows 
distributed among these countries? 

The bibliometric flow between two countries 
can be calculated using the co-authorship matrix 
��� as follows. A flow matrix ��� is created where 
���,�� represents the bibliometric flow from country i 

to country j. The total collaborations of a country 
are calculated, which can be defined as ���� for 

country �. This can be determined by summing the 
values of the corresponding row in the co-
authorship matrix �. 

Then, the bibliometric flow from country i to 
country j is calculated by dividing the number of 
collaborations between these two countries ����,��� 

by the total collaborations of country � ������: 

���.�� � ���,��/����. (2) 

The result is a flow matrix that displays the 
relative collaboration flow among all country pairs. 
This metric allows for the identification of which 
countries collaborate more closely in scientific 
production and how that collaboration is 
distributed globally. 

Figure 10 illustrates the bibliometric flow 
coming from different countries. This visualization 
provides a graphic representation of the 
contribution and participation of various countries 
in the literature related to the researched topic. 

This information is essential to understand the 
geographical distribution of the research and can 
help identify the leading regions on the subject, as 
well as potential international collaborations. It can 
also offer insight into how regional policies or 
trends might influence the evolution and 

application of 5G technology and its impact 
on cybersecurity. 

Figure 11 displays the list of countries with the 
highest bibliometric flows. The Figure above shows 
the bibliometric flow of countries, which allows us 
to appreciate the number of co-occurrences 
between them. This representation showcases 
international collaborations in the field of research. 

Specifically, it details that the United Kingdom 
tops the list with six instances of international 
collaborations, positioning itself as the country with 

 

Fig. 6. Quartile levels by year 

Table 6. Sectors where 5G technology is most applied 

Sector Reference 
Qty 
 (%) 

Telecommunications 
[7] [8] [14] [17] [33] 
[40] [48] [52] 

8 
(11,7) 

Health 

[6] [8] [9] [10] [12] [15] 
[17] [18] [28] [29] [30] 
[33] [36] [37] [47] [48] 
[50] [51] [52] [59] [60] 
[62] 

22 
(32,3) 

Transport 

[2] [3] [6] [7] [8] [13] 
[15] [16] [17] [22] [23] 
[28] [30] [35] [36] [38] 
[39] [40] [44] [48] [50] 
[51]  
[52] [53] [55] [58] 

26 
(38,2) 

Logistics 
[2] [7] [13] [25] [32] 
[46] [57] 

7 
(10,2) 

Agriculture 
[6] [13] [15] [17] [28] 
[30] [50] 

7 
(10,2) 

Education 
[48] [51] [59] 3 

(4,4) 

Physical 

[1] [2] [4] [5] [6] [8] [9] 
[10] [12] [13] [14] [15] 
[17] [18] [19] [21] [22] 
[24] [27] [28] [29] [30] 
[33] [35] [37] [39] [42] 
[45] [48] [49] [51] [52] 
[53] [54] [55] [56] [59] 
[60] [65] [68] 

40 
(58,8) 

Economy 
[21] [59] 2 

(2,9) 

Programming 
[4] [5] [9] [26] [35] [41] 
[60] 

7 
(10,2) 
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the highest frequency in this respect, followed by 
China and France. 

This analysis highlights the global 
interconnection in research on 5G technology and 
its impact on cybersecurity and may suggest a 
trend towards international collaboration on these 
critical and emerging topics. Additionally, it 
provides insight into how different regions are 
contributing and collaborating to advance 
knowledge in this specific field. 

Raveendran and Tabet [74] place the United 
States as the country that contributes most to their 
research, followed by India. Lozano and Mateo [75] 
indicate that the United States is the country with 
the most international collaborations in their 
research, differing from the results of this review, 
but still considering the UK and France as the 
top contributors. 

Based on the pre-existing findings and those 
obtained in this study, it is observed that the UK 
and the US are the countries that most frequently 
contribute to other countries, closely followed by 
France and India. 

Therefore, it is suggested to consider these 
countries as primary reference points in future 
research in the field of 5G Technology and its 
impact on cybersecurity. 

These nations, it seems, maintain a prominent 
position in the development and international 
collaboration on these critical topics, which might 
be of relevance for researchers looking to 
understand global trends and establish fruitful 
collaborations in this rapidly advancing field. 

RQ5: How can papers be grouped based on the 
thematic similarity of their titles in the field of 5G 
Technology and its impact on Cybersecurity, and 
which themes predominate in each cluster? 
Similarity Metrics: Cosine similarity is examined 
and used to find the similarity of the papers based 
on term vectors. 

Cosine Similarity: Cosine similarity allows 
determining the angle between two vectors; they 
will be similar if they are quite close in terms of 
direction and magnitude. 

Cosine similarity helps measure the cosine of 
the angles between two vectors. The value of 
cosine similarity lies in the range of -1 to 1. A value 
of 1 indicates that the vectors are perfectly similar, 
and a value of -1 indicates that the vectors are 
exactly opposite to each other. Two papers are 

similar if their cosine similarity values are 
close to 1. 

Moreover, these similarity measures are always 
between pairs of papers. Cosine similarity can only 
be calculated for vectors of similar sizes. The 
formula for cosine similarity for two vectors A and 
B is as follows: 

cos� � � !."
‖!‖‖"‖. (3) 

Here, A.B is the dot product between the two 
vectors, and ||�|| and ‖%‖ represent the 
magnitude of these two vectors respectively. The 
above formula can also be represented as follows: 

 

Fig. 7. Heatmap of the number of papers by continent 

 

Fig. 8. Sankey diagram of quartile level by source 
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cos� � � !."
�∑ &'()'*+'*, �∑ &'-)'*+'*,

. 
(4) 

Here, ⍵!  and ⍵" represent the weight or 
magnitude of vectors A and B along the i-th 
dimension, respectively, in an n-dimensional 
space. To find the similarity of all papers with each 
other, there is a shortcut model to compute all the 
numbers with a single command (Albrecht, 
Ramachandran, & Winkler, 2020, p. 127). 
Generalizing the formula from the previous section, 
we find that the similarity between paper i and 
paper j is as follows: 

/�� � �� . ��. (5) 

If one wants to use a term-document matrix, the 
dot product can be expressed as a summation: 

/�� � 012��2�� � 032��24�� � �2. 25��� . (6) 

Therefore, this is the matrix product of the term-
document matrix with its own transpose. Clustering 

is a machine learning task, and the techniques 
used in clustering can also be applied to text. 

Clustering is the task of grouping data points 
into the same cluster, where points within the same 
cluster are more similar to each other than to points 
in different clusters. These data points can be 
considered as either documents or, in some 
cases, words. 

TF-IDF is a method that assigns higher weight 
to rarer words, setting each element of the term-
document matrix equal to the value w of multiplying 
the term frequency (TF) by the inverse document 
frequency (IDF) of each token (Kamath, Liu, & 
Whitaker, 2019, p. 96): 

6 � 789��8 � �1 ; log�4�>��9?@A BC
D'

E. (7) 

Term frequency (TF) is the number of times a 
word appears in a document. The IDF helps to 
understand the importance of a word within 
a document. 

By calculating the inverse fraction (scaled 
logarithmically) of the documents over the number 
of documents containing the term, and then taking 
the logarithm of that quotient, one can get a 
measure of how common or rare a word is across 
all documents. Currently, TF-IDF is the most 
popular weighting method, as over 80% of today's 
digital libraries use it. 

Figure 12 illustrates four groupings of papers 
based on the similarity of their titles in this study. 
These groupings, or clusters, can help identify 
common themes or focuses in the existing 
literature on 5G Technology and its impact 
on cybersecurity. 

By analyzing the similarity in titles, patterns or 
trends in the research can be uncovered, which in 
turn can provide valuable insight into the 
predominant focus areas in this field. This 
graphical representation aids in understanding 
how different works cluster together and can serve 
as a helpful guide to explore specific areas 
of interest. 

The Figure groups the papers into four clusters 
based on the similarity of their titles. This grouping 
allows for the identification and categorization of 
works based on common themes or terminologies, 
thereby facilitating a clearer understanding of the 
main focus areas within the research on 5G 
Technology and its impact on cybersecurity. 

 

Fig. 9. Bibliometric network of co-authors 

 

Fig. 10. Bibliometric flow of countries 
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Through these clusters, an organized and 
structured view of the existing literature can be 
obtained, which could be beneficial for identifying 
trends, comparing approaches, and discovering 
potential areas that still require deeper exploration. 

In their review, Raveendran and Tabet [74] 
opted for a more detailed classification and 
categorized the literature into 11 thematic clusters, 
focusing on aspects such as direct impacts on the 
environment, unrecognized rebound effects, and 
direct impacts on humans. 

This more granular categorization allowed for a 
deep and specific exploration of various aspects 
and consequences associated with 5G technology. 
In contrast, the organization into 4 clusters, as 
shown in Figure 11, might provide a more general 
view but less detailed insight into the prevailing 
themes in the literature on 5G Technology 
and cybersecurity. 

Both approaches have their advantages and 
disadvantages, and the choice between them will 
depend on the specific goals of the review and the 
level of detail researchers wish to achieve in their 
analysis of the existing literature.  

Indeed, the organization of papers into clusters 
is a strategy that allows for grouping information in 
a way that facilitates analysis and interpretation 
of data. 

This clustering can be done based on various 
criteria, such as similarity in titles, themes, 
methodologies, authors, among others. The way 
one decides to organize the clusters will depend on 
the focus of the research and the objectives they 
wish to achieve. 

Therefore, in future studies, it is recommended 
that authors clearly define the criteria they will use 
to group the papers into clusters, so that this 
organization allows them to gain a better 
understanding of the state of the art and key 
findings in the area of study they are exploring. 

It is also crucial that the selected criteria for 
clustering align with the research questions posed, 
ensuring that the organization of the data 
effectively contributes to answering these 
questions and achieving the research objectives. 

5 Conclusions and Future Research 

This paper presents a meticulous bibliometric and 
systematic review on the deployment of 5G 
Technology in the field of Cybersecurity, adopting 
the methodology proposed by Petersen. For this 
purpose, renowned sources such as Scopus, Web 
of Science, ARDI, ACM Digital Library, IEEE 
Xplore, and EBSCOhost were selected. 

Through the application of specific 
equations, 13,235 studies were identified, to which 
meticulously designed exclusion criteria were 
applied. Using the Prisma diagram, the selection of 
68 papers published between 2016 and 2022 was 
outlined. Subsequently, the selected studies were 
evaluated and organized using the 
Mendeley software. 

Regarding the findings of this 
investigation, it stands out that the areas of 
greatest focus in the application of 5G technology 
are health, transport, and physics. The paper titled 
"6G Wireless Communication Systems: 

 

Fig. 11. Countries with the highest bibliometric flow 

 

Fig. 12. Clusters of papers with title similarity 
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Applications, Requirements, Technologies, 
Challenges, and Research Directions" is notably 
highlighted for its significant contribution 
to research. 

Geographically, the United Kingdom emerges 
as the country with the highest bibliometric flow in 
this area of study, underscoring its prominent 
position in research on the intersection of 5G 
Technology and Cybersecurity. 

This review presents two limitations that could 
be addressed in future research. Firstly, it was 
confined to six information sources, which may 
have narrowed the breadth of the findings. 

A more expansive exploration incorporating a 
wider variety of databases and information sources 
could provide a more holistic and representative 
view of the current state of knowledge at the 
intersection of 5G Technology and Cybersecurity. 

Secondly, the considered time frame, from 
2016 to 2022, while pertinent to capture the most 
recent developments, may have excluded 
pioneering or foundational research conducted 
before this period. 

Extending the temporal scope to include 
studies published in earlier years could unravel a 
deeper and contextualized understanding of the 
evolution of 5G Technology and its impact on 
Cybersecurity, thus allowing for a richer 
appreciation of the trends, challenges, and 
opportunities that characterize this dynamic and 
rapidly evolving field. 
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Abstract. Currently, the diversity of sources generating
data in a massive online manner cause data streams to
become part of many real work applications. Learning
from a data stream is a very challenging task due
to the non-stationary nature of this type of data.
Characteristics such as infinite length, concept drift,
concept evolution and recurrent concepts are the most
common problems that need to be addressed by data
stream learning algorithms. In this work an algorithm
for data stream classification based on an associative
classifier is presented. This proposal combines a
clustering algorithm and the Naı̈ve Associative Classifier
for Online Data (NACOD) to address this problem.
A set of micro-clusters (MCs), a data structure that
summarizes the information of the current data, is
used instead of storing the whole data. The MCs
are continually updated with the arriving data, either to
create new MCs or to update existing ones. The added
MCs helps to deal with concept drift. To assess the
performance of the proposed model, experiments were
carried out on 3 data sets commonly used to evaluate
data stream classification algorithms: KDD Cup 1999,
Forest Cover Type and Statlog (Shuttle). Our model
achieved higher accuracies than those achieved with
algorithms such as data stream version of Naı̈ve Bayes
and Hoeffding Tree, the average accuracies achieved
were for KDD Cup 1999: 100%, Statlog (Shuttle): 99.01%
and Forest Cover Type 70.44%.

Keywords. Data stream classification, associative
classifier, concept-drift.

1 Introduction

Day by day, humans are taking advantage of
knowledge that we acquire to solve our tasks more
easily, one of them is known in pattern recognition
as Classification [10]. With great precision and
according to desired parameters we can classify
experiences, people, tangible or intangible things
thanks to the knowledge we have previously
acquired, but what happens when suddenly the
nature of the data has changed?

This phenomenon is named concept-drift,
one of the main challenges of working with
data streams [13]. The detection of categories or
classes has had an impact on various sectors, both
in research and in industry; as an example the
companies that manage their sales on Internet.

This has been acquiring greater importance
since the data that is generated every day is
more and larger, so it is necessary to generate
efficient tools for data analysis and decision making
process over the data streams [6].

The nature of data streams is dynamic and
therefore they are always evolving [2]. Given this
situation it is not so easy to treat them with simple
and static strategies. The main challenges we face
when working with data streams are:

1. Infinite length: the analysed data is potentially
infinite so it would be impossible to store all
this information.

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 387–400
doi: 10.13053/CyS-28-2-4737

ISSN 2007-9737



Table 1. Characteristics of data sets used for
classification performance evaluation

Data sets

Data set name Number of
classes

Number of
attributes

Number of
instances

KDD Cup
1999

10 41 489,795

Forest Cover
Type

7 54 581,012

Statlog
(Shuttle)

7 9 58,000

Fig. 1. Example of how the silhouette coefficient
is calculated

2. Concept-evolution: is the phenomenon that
occurs due to the presence of new unknown
classes in the data.

3. Concept-drift: are changes in input data
attribute values that indicate a change in data
stream behaviour.

4. Feature evolution: occurs when new features
appear in the data stream and initial features
may disappear.

Data Mining of dynamic data stream is of
great importance in the field of Machine Learning.
These scenarios require adaptive algorithms that
are able to process the input instances in real
time, adapt to potential changes in the data, use
limited computational resources, and be robust
to atypical events that may occur [16]. A great
deal of Machine Learning approaches have been

developed to target concept-drift detection, such
as neural networks [28, 18], active learning [12],
instance based classifiers [5], Bayesian techniques
[15], and ensembles classifiers [12], among others.

Data stream clustering approach is being
widely applied in data stream scenarios. Clustering
naturally adapts to speed and memory restrictions
of data stream learning since it can maintain the
information summarized of the cluster without the
need of storing all the instances observed in a
data stream.

In current literature a great deal of work
addressing clustering in this type of scenarios
can be found [14]. The works mentioned above
provide the main ideas for the proposed solution
in this document, which aims to implement a
model for data stream classification that can handle
concept-drift.

The rest of the paper is organized as follows:
in section 2 materials and methods are described.
In the following section, 3, the proposed solution
and its flow chart are introduced. In section 4, the
results and discussion are presented and finally in
Section 5, the conclusions and proposals for future
work are provided.

2 Material and Methods

This section is composed of two subsections
necessary for the development of the proposed
solution. In Section 2.1 the materials used in this
paper are described. These materials consist of
three data sets commonly used for data stream
classification and the framework used to run some
experiments.

In Section 2.2, the NACOD algorithm is
described, which is the classifier used in this
proposal. In addition, concepts such as: k-means,
Silhouette coefficient and Global Hybrid Online
Similarity are described.
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Table 2. Example of initial training data

Number of
instance

Attribute 1 Attribute 2 Attribute 3 Original
Class

1 0.85 Yes 5 Class B

2 0.36 Yes 10 Class A

3 0.97 No 7 Class B

4 0.14 Yes 15 Class A

5 ’?’ No 6 Class B

Fig. 2. Archive to store knowledge in NACOD classifier

2.1 Materials

2.1.1 Algorithms and Data Sets

This section describes the algorithms and data sets
used during the experimental phase and explains
the main reasons why these were selected.

MOA: to evaluate the results obtained, a
comparison with other data stream classification
algorithms was carried out. The MOA
implementation of these algorithms was used.
MOA [3] is an open source framework for massive
online analysis. This framework provides several
tools to deal with data stream scenarios, such as
the data stream version of Naı̈ve Bayes [3] and
Hoeffding Tree [9]. The proposed methodology
has been tested with three real data sets, that
are often used in current works of data stream
classification mainly because their size is suitable
to simulate data stream scenarios. The selected
data sets are:

– KDD Cup 1999: this is the data set used for
The Third International Knowledge Discovery
and Data Mining Tools Competition, includes a
wide variety of simulated intrusions in a military
network environment. The size of the original
data set has more than four million instances but
commonly only 10% of them are used to save
time and computational resources.

In this work the 10% version of the data
set was used, additionally only the 10 majority
classes were used due to the high class
imbalance produced if all the classes of this data
set would be used. This decision was made
since the scope of this work is not addressing
the class imbalance problem.

– Forest Cover Type: describes seven forest
cover types (classes) on a 30 × 30 meter
cell obtained from the United States Forest
Service (USFS) Region 2 Resource Information
System (RIS) data. In addition, it has been
used in several researches for data stream
classification. The class refers to the type of
forest that covers a defined area.

– Statlog (Shuttle): this data set has 7 classes
concerning the behavior of the pressure valve of
a rocket. It has 58, 000 instances and 9 attributes,
all of which are numerical. Approximately 80%
of the data belongs to class 1. Therefore, the
default accuracy is around 80%. Characteristics
of data sets used for classification are shown in
Table 1.

The number of classes in the selected data
sets varies between 7 to 10, number of attributes
between 9 to 54, the minimum instance number
is 58, 000 and the maximum is 581, 012. KDD
Cup has 3 categorical attributes and the rest
numerical. On the other hand, the Forest
Cover Type and Statlog (Shuttle) attributes are
integers. None of these data sets contain
missing values.

2.2 Methods

The methods used in this article include clustering,
specifically k-means, Silhouette coefficient, the
associative classifier: NACOD, the similarity
operator: GHOS.

2.2.1 Clustering

Clustering is an unsupervised learning task; it
means that it works with data without labels. It
consists of distributing a set of instances into
groups according to their similarities.
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General info:
(Class, count of complete instances per attribute):
Class A 2, 2, 2
Class B 2, 3, 3

Attribute info:
Categorical attribute info
(Attribute, Value, class, ocurrences):
A2, Yes, Class A, 2
A2, Yes, Class B, 1
A2, No, Class A, 0
A2, No, Class B, 2

Numeric Attribute info
(Attribute, Class, Sum of Values)
A1, Class A, 0.50
A1, Class B, 1.82
A3, Class A, 18
A3, Class B, 25

(Attribute, Class, Sum of differences
n∑

i=1

(xi − x̃ )
2)

A1, Class A, 0.0242
A1, Class B, 0.0052
A3, Class A, 13.50
A3, Class B, 2.0

Prototype
Class A: PA = (0.25, Yes, 12.5)
Class B: PB = (0.25, No, 6)

Fig. 3. Archive obtained by NACOD according to the
training instances of figure 2

The major difference with respect to
classification is that the number of groups is
unknown before starting the learning process and
the task is to create them [24]. In this work, the
k-means algorithm will used. Next sub-section
introduces theory of this algorithm.

2.2.2 K-Means

Proposed by MacQueen in 1967 [17], it consists of
2 iterative stages: the first one, an observation is
assigned to the nearest cluster and in the second
one cluster center is calculated according all the
observations belonging to that cluster.

The algorithm does not conclude until there
is no need to move any observation point to
a different cluster [21]. Due to its simplicity,
k-means [20] is one of the most used algorithms in
clustering. It is known for its faster computational
speed and superior performance on large data sets
in comparison to other clustering techniques [29].

2.2.3 Silhouette Width Criterion

Silhouette width criterion was first defined in [25],
also called Silhouette coefficient. It is based on
geometrical considerations about separation and
compactness of clusters and it helps to validate the
micro-clusters and decide if they must be added to
the model.

Consider the jth element of a data set xj which
belongs to a given cluster p ∈ {1, . . . , k} and ap
be the average distance of this element to all the
other elements in the cluster p. Also, let dq,j
be the average distance from this element to all
objects in other cluster, where q be each different
cluster, that is q ̸= p. Finally, let bp,j be the
minimum dq,j computed over q = 1, ..., k, q ̸= p,
which represents the average dissimilarity of object
xj to its closest neighboring cluster. Then, the
Silhouette coefficient of the individual object xj is
defined as:

Sxj
=

bp,j − ap,j
max(bp,j , ap,j)

. (1)

Figure 1 represents an example of how
Silhouette coefficient of an xj is calculated.

2.2.4 NACOD

Recently, Villuendas-Rey et al. [26] introduced
the Naı̈ve Associative Classifier for Online Data
(NACOD), a decision-making algorithm within
the associative approach. This classifier can
deal with some data complexity issues such
as: missing values, hybrid and incomplete data,
which significantly complicate the operation of the
learning algorithms. NACOD is divided in three
phases: training, classification and updating.

Training phase. It consists on storing relevant
knowledge information about an initial set of
labeled data.
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Fig. 4. Concept drift

Fig. 5. Train phase

Suppose the following data sets as shown in
Figure 2. The main objective in this section is to
create an archive to store knowledge about known
classes and attributes. Figure 2 shows how this
information is handled. This archive also stores a
prototype of each of the classes seen so far, like
that: the class prototype is selected by using class
mean for numeric attributes and class mode for
categorical attributes.

For each numeric attribute, the classifier makes
the sum of its complete values, and the squared
sum of differences between current values and
current mean. The current mean is computed
by dividing the sum of complete values by the
count of complete instances. The squared sum
of differences allows the classifier to compute an
estimation of the standard deviation of the attribute
values, without the need of storing past data.

Figure 3 represents the archive corresponding
to the training set described in Figure 2. NACOD
uses the prototypes in the archive to compute
similarities among instances. Instead of comparing
the instance to classify with respect to the entire
training set, it compares it with respect to the
class prototypes.

Classification phase. To classify a new instance
and make a decision, NACOD first computes its
overall Global Hybrid Online Similarity (GHOS)
with respect to the classes in the current training
set (prototypes), equation 2. Then, it will assign
the instance to the class with maximum similarity.

Let x be the sample to classify, let cj ∈ Y be a
decision class, let y be the prototype of the training
set of label cj . The proposed similarity operator,
named as Global Hybrid Online Similarity (GHOS)
computes the overall hybrid similarity (OHS) of the
instance x to the class cj , with respect to the set of
attributes A = A1, . . . ,An:

GHOS(x, y) =
∑
Ai∈A

OHS(x, y,Ai). (2)

OHS(x, y,Ai) =

{
sc(x, y,Ai),

sn(x, y,Ai),
(3)

where:
Ai is a categorical attribute.
Ai is a numerical attribute.

The meaning of OHS (x, y,Ai), equation 3 had
direct relationship with a relevant property of the
OHS similarity immerse on the definition GHOS:
OHS analyzes categorical and numeric attributes
separately, without the need for codifying either
of them.

For categorical attributes, sc will return zero if
the compared values of the samples are different
or one of them is missing, and one if the compared
values are equals, equation 5. On the other
hand, for numeric attributes sn, equation 5, uses
the current standard deviation to determine if two
values are close enough for considering them
similar. The estimation of the standard deviation
σ of numeric attribute Ai for class lj is computed
disregarding the instances with missing values for
this attribute.
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Fig. 6. Classification phase

Table 3. Initial parameters defined by the user

Initial Parameters

A B C D E

100 20 2000 10 5

Update phase. NACOD will be classifying
as new instances arrive, and then the classified
instances will be used for updating the model.

Two possibilities exists: the first is that the
instance belongs to a known class, and the other
is that the instance does not belong to any
of the existing classes. In the first situation,
NACOD increases the number of instances seen
so far of the corresponding class, as well as
updates the maximum, minimum, sum of values
and sum of squared differences for each numeric
attribute, and the current values and occurrences
for categorical attributes in the prototype of the
corresponding class.

And in the second case, the instance will be
stored by NACOD as a new class prototype; the
sum of values and sum of squared differences for
the new class will be initialized, as well as the
values and appearances of the categorical values.
NACOD pseudocode is presented in Algoritmic 1.

2.3 Concept-Drift

Given the non-stationary nature of data streams,
the concept represented by the data that is being
observed can change over time.

When this changes affect the relation between
the input variables and the target variable, we are in
the presence of concept-drift [11, 19, 12]. Formally,
concept-drift between time point t0 and time point
t1 can be defined as:

∃X : pt0(X, y) ̸= pt1(X, y), (4)

where pt0 and pt1 denote the joint distributions
at time t0 and time t1, respectively, between the
set of input variables X and the target variable
y. Concept-drift affects the decision boundaries
and therefore it can reduce the performance of the
learning algorithms if it is not correctly addressed.
Figure 4 depicts concept-drift.

3 Proposed Solution

The proposal is divided into an offline phase
and an online phase. During the offline phase
(training) a clustering process is performed,
therefore, Subsection 2.2.1 introduces the
clustering algorithm used. In Subsection 2.2.3,
the Silhouette coefficient was presented, which is
used to determine the cohesiveness of a cluster.

The online phase uses the NACOD associative
classifier to classify the arriving instances; the
theory behind this classifier was presented in
Section 2.2.4. Examples not described by the
current model are marked as outliers and stored
in a buffer to be used later to address one of
the main challenges in data stream classification:
concept-drift, explained in section 2.3, or perhaps
discard them if they are outliers.

3.1 Problem Formalization

We first formalize the problem of our data sets
for data stream classification here. A data
stream D can be defined as an infinite sequence
of multi-dimensional instances x1, x2, . . . , xN

arriving at time t1, t2, t3, . . . , tN , where each
instance is a vector of dimension n, denote by xi =
{xi

1, x
i
2, . . . , x

i
n}. Each instance xi is associated

with a class label yi. Te class label yi ∈ Y ,
where Y is the set of classes in the data stream
Y = {c1, c2, . . . , cL}.
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Algorithm 1 NACOD Classifier Algorithm

1: procedure NACOD(T ,A,W ,L,x)
2: Inputs:
3: T : Training set of data points with labels.
4: A : Set of attributes describing each data point. A = {A1, · · · , An}
5: W : Set of weights for attributes (optional). W = {w1, · · · , wn}
6: L : Set of possible class labels. L = {l1, . . . , lk}
7: x : Instance to classify.
8: Training:
9: Creating the archive.

10: Compute and store the prototype of each label into a prototype set P = {p1, · · · , pk}.
11: For each numeric attribute and for each class, store its maximum and minimum values (maxi,mini)
12: For each categorical value and for each class, store its values and number of appearances.
13: Classification:
14: l← FindMostSimilarLabel(x, P )
15: (Find the label of the prototype most similar to x)
16: Updating:
17: if x does not belong to any class in L then
18: AddClassLabel(L, new label)
19: UpdatePrototypeSet(P , x, new label)
20: UpdateArchiveInfo(P , A)
21: else
22: UpdateClassInfoInArchive(P , x, L)
23: UpdatePrototypeSet(P , x, GetLabelOf(x))
24: end if
25: Outputs:
26: Class label assigned to x.
27: return x
28: end procedure

As each instance arrives, we can collect p
sequential instances into a data chunk, denoted
as Dk = {dk,1, dk,2, . . . , dk,t, . . . , dk,p}, where dk,t

indicates an instance that arrives at time t in data
chunk k, namely dk,t = {xk,t, yk,t}.

The training data set D1 =
(x1,1, y1,1), (x1,2, y1,2), ..., (x1,t, y1,t), ..., (x1,p, y1, p)
is a set of p tuples where each x1,t is an input
vector arriving at time t in first data chunk and y1,t

is its target variable (class label).

3.1.1 Offline Phase

In this first phase, performed offline, that can be
considered the training phase of the algorithm, a
set of labeled instances will be needed to create
the initial model.

As suggested in [1] an InitNumber = 2, 000
was defined as the number of instances for the
initial training set. In this stage the training data
set will be divided in subsets D1,D2, . . . ,DS where
Dk is the set of instances belonging to class cj . A
clustering algorithm is applied to each Dk to create
q micro-cluster (MC) for each class. In this work,
the k-means algorithm [17] will be used, as also
suggested in [1]. Figure 5 depicts the general initial
training process.

During the update step, which will further
explained in Subsection 3.2.4, these initial
micro-clusters will be adjusted to reflect the
changes in the data stream. Each micro-cluster
will be denoted by MCi

j where j shows the class
of the micro-cluster and i indicates the number of
the micro-cluster in the class.
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Fig. 7. Concept-drift detection process

Also the micro-clusters need to have an
indicator of the timestamp when it was last
updated. To this end, the index of the
last aggregated instance will be used as the
micro-cluster timestamp:

sc(x, y,Ai) =


0 if

(
(xi ̸= yi) ∨ (xi =

′?′)

∨ (yi =′?′)
)
,

1 otherwise.

(5)

sn(x, y,Ai) =


0 if

( (
|xi − yi| > σi

j

)
∨ (xi =

′?′)

∨ (yi =′?′)
)
,

1 otherwise.
(6)

Each micro-cluster is described by 6
components (N i

j ,LS,SS,SD, cj , t
i
j), where N i

j is
the number of instances in the ith micro-cluster
of the jth class; LS and SS are the linear and
squared sum of the examples in the micro-cluster,
respectively; SD is the sum of squared differences
between the centroid of the micro-cluster and its

instances; cj is the label of the class to which the
micro-cluster belongs; and tij is the timestamp
which value is the index of the last instance that
updated the microcluster.

This representation is an extension of the
one used in [8]. Using these measures it
is possible to calculate other important metrics
required for the implementation of this proposal,
such as the standard deviation of each feature, the
distance between micro-clusters, and the standard
deviation of the distances between a centroid and
its instances. To calculate the centroid of a
micro-cluster the following equation was used, as
proposed in [22]:

CentroidMCi
j
=

LSi
j

N i
j

. (7)

The equations used to calculated each of the
other elements that describe a micro-cluster are
the following:

LSi
j =

∑
x∈MCi

j

x, (8)
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Fig. 8. Test-then-train or prequential with 4 blocks

SSi
j =

∑
x∈MCi

j

(x)2, (9)

SDi
j =

∑
x∈MCi

j

(x− CentroidMCi
j
)2, (10)

σ =

√
SDL

j

NL
j

. (11)

Other statistics must be calculated to use during
the classification step. The NACOD classifier, uses
standard deviation to calculate similarity of numeric
features. Assuming the possible infinite length
of a data stream, it is impossible to store all the
instances that have been seen; instead summarise
of the data are stored. Therefore, an estimation of
the standard deviation will be calculated using the
squared sum of differences. For this purpose, the
squared sum of differences (SD) was calculated
and stored for each micro-cluster.

3.2 Online Phase

Two possibilities exist when an instance arrives:
1. The instance is classified (correctly

or incorrectly).

2. The instance is sent to a temporary buffer,
because is not explained by the current model.

3.2.1 Classification

During this phase, data will be read in chunks of
2, 000 instances and the label of the new incoming
instances of the data stream will be predicted.
In this proposal, the NACOD algorithm [26] will
be used. Unlike the original NACOD proposal
[27], which only handles one standard deviation
per class, our proposal uses several standard
deviations per class, i.e. one for each micro-cluster
that describes the class.

This, allows a better description of the
distribution of the instances in the feature space.
A classification threshold based on the GHOS
operator was used to decide if a new instances
should go through the classification process or
should be sent to the temporary buffer. Several
values were tested for this threshold, but the best
results were obtained with values between r/2 and
r, where r is the number of attributes.

The Global Hybrid Online Similarity (GHOS)
is computed between the new instance and the
centroids of all current micro-clusters. If the
obtained value of GHOS is greater than or equal to
the classification threshold proposed, the instance
is classified and assigned to the class of the
micro-cluster whose centroid has the maximum
similarity with the instance and its information
will be used to update the model. Otherwise,
the instance will be store in a temporary buffer
for further analysis. The general idea of the
classification phase is shown in Figure 6.

3.2.2 Buffer Analysis

The instances that were not explained by the
current model, i.e. instances stored in the
temporary buffer, will be studied to determine if
they are outliers or hints of the beginning of a
concept-drift. In the second case, those instances
will be used to model new micro-clusters that
allow the model to incorporate this new knowledge.
The process on concept-drift detection will be
executed at the final of each data chunk of
2, 000 instances. Figure 7 shows the novel class
detection process. Two possibilities exist when
temporary buffer is analysed:

1. Single or multiple instances can be outliers.

2. A representative number of instances can be
declared as a class extension, known as a
concept-drift.

To determine which one of the previous
cases is, is necessary to have cohesive sets of
representative instances. To identify these sets,
a cluster process will be applied to the temporary
buffer when a considerable number of instances
stored in it is reached.
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Fig. 9. KDD cup 1999 with its 10 majority
classes experiment

Table 4. Accuracies averages

Using NACOD Näive Bayes Hoeffding Tree

100% 99.27% 99.81%

99.01% 90.02% 97.81%

70.44% 59.59% 67.78%

This number (NumInstances) is a user-defined
parameter of the algorithm, in the experimental
section this number is called representative
number. In this process, the k-means algorithm
will be used again to generate these new clusters.
To identify if a cluster is cohesive, a modified
Silhouette coefficient will be used, as proposed
in [8]:

Silhouette =
b− a

( a, b)
, (12)

where b is the Euclidean distance between the new
micro-cluster centroid and its closest micro-cluster
centroid, and a represents the standard deviation
of the distances between the instance in the new
micro-cluster and its centroid. To determine if a
micro-cluster is representative it has to contain a
minimum number of instances.

If the new micro-cluster is valid, i.e.
representative and cohesive, the distance between
the centroid of the new micro-cluster MCnew and
all the MC ′s centers belonging to the decision
model will be calculated. The new micro-cluster will
be labeled as an extension of the same class of its
closest micro-cluster, MCclosest, and its instances
will be eliminated from the temporary buffer.

That means the decision boundary has
changed, this explains why NACOD did not
classify well. Otherwise, the temporary buffer
is not modified and the instances are kept for
further analysis. This may mean a concept-drift or
outliers. To prevent a memory overflow, the user
must define a limit number of observations to be
stored in the temporary buffer.

3.2.3 Buffer Update

The temporary buffer needs to be updated:
instances that have been too long in this buffer are
removed. For this, the timestamp of the instances
is also stored.

At the end of each data chunk, the temporary
buffer is checked and the instances whose
difference between their timestamp and the current
timestamp is greater than the defined data chunk
size are considered outdated instances and will
be eliminated.

3.2.4 Model Update

When new instances x̃ arrive, the model needs to
be updated. If an instance is explained by one of
the micro-clusters, i.e. is correctly classified, the
knowledge provided by this instance needs to be
added to the corresponding micro-cluster. It means
that when an instance is added to its corresponding
cluster, implies that the micro-cluster statistics
with greater similarity to the instance have to
be updated.

Linear (LS) and squared sums (SS) are
updated using equations 13 and 14, increase by
one the number of instances in the micro-cluster,
and the centroid needs to be recalculated using the
new LS and N . The squared difference between
the instance and the centroid is added to SD. The
timestamp is set using the instance index. The
statistics of the corresponding micro-cluster will be
updated using the following equations:

LSi
j = LSi

j + x̃, (13)

SSi
j = SSi

j + (x̃)
2
, (14)

SDi
j = SDi

j + (CentroidMCi
j
−x̃)2. (15)
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Fig. 10. Statlog (shuttle) experiment

Notice that before calculating equation 15,
CentroidMCi

j
needs to be recalculated using the

new value of LSi
j . On the other hand, if

the instance is not classified by any of the
micro-clusters, it has to be added to the temporary
buffer. At the end of each data chunk, the number
of instances in the temporary buffer is checked to
determine if it is time to analyse them and execute
the concept-drift detection procedure.

Then a process of clustering using the k-means
algorithm has to be executed and the Silhouette
coefficient is calculated for each resulting cluster
in order to assess if there are valid clusters to be
added to the model. If a micro-cluster is valid, it
has to be added to the model as an extension of a
class. If the micro-cluster is not valid, it is discarded
but the instances are kept in the temporary buffer.

4 Experimental Results

This Section explains what evaluation approach
and measure metric were used. Also shows the
results obtained from the experiments performed
with the proposed solution presented in Section 3
and a discussion of them. Accuracy vs data chunks
graphs to observe the performance of the algorithm
as time goes by are provided.

Exist several approaches that are commonly
used to estimate the performance of models when
the data are not stationary. The objective of these
approaches is to leave the last part of the data
for testing and preserve the temporal order of
observations although they do not make full use of
all data.

In this article, we use Prequential approach,
or Interleaved Test-Then-Train [7], because is one
of the most common evaluation approaches in
incremental data streams [11], in which first an
observation (or a set of observations) is used to
test and after, this observation is used to update
and train the model. Figure 8 depicts Prequential
approach, the data are split into 4 data splits.

As classification of data stream is not a static
task, researchers evaluate over every data chuck
how the classifier is working [4]. The measure
implemented in this research is accuracy, is one
of the easiest and simplest performance measure.
It is determined as the ratio of correct predictions
to the total number of test patterns [23].

Accuracy =
Correctly predicted values

Total number of predictions
. (16)

As mentioned before, Table 3 refers to
the parameters used in the experiments, those
parameters must be defined by the user. The
meaning of each column is explained next:

– Column A: The minimum number of
instances required to start the analysis of
the temporary buffer.

– Column B: The minimum number of instances to
consider a MC representative.

– Column C: The Forgetting Factor, this number
indicates how long an instance is kept in the
temporary buffer. The forgetting process of the
temporary buffer is performed by subtracting the
Time Stamp of the instances in the temporary
buffer to the current Time Stamp, if the result is
greater that the Forgetting Factor the instance is
discarded from the temporary buffer.

– Column D: The number of MC’s to be generated
from the temporary buffer.

– Column E: The number of MC’s generated for
each class in the training phase, this number
refers to the k value for k-means.

The first experiment carried out was KDD Cup
1999 with its 10 majority classes. As the data set
has 489, 795 instances, the data chunk length is
2, 000 and the first data chunk was used to train
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Fig. 11. Forest cover type experiment

the model, the experiment had in total 244 data
chunks. Figure 9 shows 3 experimental results
on this corpus. The algorithm proposed here is
plotted in red, the Moa-Näive Bayes classifier is
represented by the blue line and finally, the green
line refers to the MOA-Hoeffding Tree.

Our proposal reaches in all the data chunks
the 100% of the accuracy while Hoeffding Tree
sometimes reaches the 100% accuracy and Näive
Bayes never reached an 100% accuracy. It is
important to mention that our proposal managed
to detect concept-drift in 2 classes and therefore
created 1 micro-cluster for the smurf class and 28
micro-clusters for the normal class.

Figure 10 corresponds to the second one
experiment, which was Statlog (Shuttle), having
581, 012 observations, meaning in total 28 data
chunks. The red line graphs refers to our
proposal while the blue and green lines refer to
the Näive Bayes and Hoeffding Tree classifiers
respectively. Näive Bayes Classifier presents the
lowest accuracies during the whole experiment;
while out of 28 data chunks only in 6 data chunks it
beats our proposal.

In Table 4 we observe the average accuracies
of the whole experiments, for the second time our
proposal manages to obtain the highest average
accuracy compared to Näives Bayes and Hoeffding
Tree. Here concept-drift was identified in 3 classes.
13, 6 and 4 MC’s were added to the model for
classes 1, 4 and 5 respectively. The main objective
with this corpus was achieved with our proposal;
as 80% of the data belong to class 1, the default
accuracy is about 80%.

The aim here is to obtain an accuracy of 99 -
99.9%, we achieved 99.01%. Forest Cover Type
data set was the last experiment carried out, its
length is 581, 012 observations, if we consider each
data chunk of length equal to 2, 000; it had 290 data
chunks. The red line plotted corresponds to our
proposal while the Näive Bayes classifier is plotted
in blue and the Hoeffding Tree classifier in green.

As in the previous experiment, our proposal
also identified concept-drift in 2 classes: class
1 and 2 ended up with 26 and 73 more MC’s
respectively. Näive Bayes classifier loses and it
seems to be very close between Hoeffding Tree
and our proposal but our proposal won again.
In Table 11 the average accuracies of all the
experiments are available.

5 Conclusion and Future Work

5.1 Conclusions

In this work an algorithm for classification of data
streams using a classifier with an associative
approach was designed, implemented and tested.
This proposal combines a clustering algorithm,
the Naı̈ve Associative Classifier for Online Data
(NACOD), a method to detected concept-drift
and an updating process to incorporate the new
discovered knowledge.

An extensive documentary research was
carried out to study the issues related to the
processing of massive data streams that change
dynamically. As part of the study of current topics
in data stream learning, a study of available real
data sets was performed, in order to select those
that were appropriate to perform the tests of the
proposed algorithm. This led us to the selection of
only 3 data sets for our tests.

The proposed solution was developed with the
aim of classify, but also addresses concept-drift
and noisy data. Our proposal beats the other
classifiers in the evaluation measure. Because of
the design of the solution, it is our belief that it is
also capable of handling recurrent concepts, but
given the scope, tests to verify this affirmation were
not performed.
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5.2 Future Work

The proposal presented in this paper fulfilled the
main objective of classifying into data streams but
several issues are still open to improvements to
extend the scope of this proposal. Among them,
we can mention the following:

– Use a different clustering algorithm to create the
MC’s. A clustering algorithm specially design for
data stream, such as CluStream, could improve
the results.

– Test the proposed solution with synthetic
generated data sets.

– Design experiments to test the ability of the
algorithm to handle recurring concepts and
concept evolution.
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Abstract. The air pollutant in a specific region is mainly 
responsible for the respiration-related health problem. 
But the effect of these pollutants is also creating 
cognitive related issues and hence degrades the 
attention level of the students. As a result, their 
educational performance and learning ability reduce to a 
great extent. This study is to reveal the effect of the air 
pollutant on the educational outcomes of a student by 
measuring their attentiveness in the class using the 
Internet of Everything (IoE). As the effect of ambient air 
quality is different from region to region. This 
investigation is performed upon 33 schools of the Odisha 
region in India. An IoE-SVM Based approach is 
employed to evaluate the attentiveness of the student in 
different regions. The result shows that the PM10 and 
NO2 are mostly affecting the student’s attentiveness and 
hence cognitive response. The result shows that a 1% 

increase in PM10, NO2, and SO2 levels would decrease 
the test score by 0.049%, 0.14%, and 
0.18% respectively. 

Keywords. Attention level, EEG signal, air pollution, 
academic performance, SVM, IoE, air quality index. 

1 Introduction 

In few decades, the air quality in different parts of 
the world is degrading drastically [1]. The 
degradation of AQI (Air Quality Index) is due to 
many causes, which are different from place to 
place depending upon the geographical position as 
well as through the economic and 
social development. 

In recent years, the AQI in major cities of the 
world increasing rapidly due to the rapid 
industrialization and socio-economic 
developmental works [2]. This trend is not only 
growing in the metropolitans but also in the small 
cities of developing countries like India. In 
developing countries, the government has also 
taken some initiatives to urbanize small towns 
and villages. 

As a result, industrialization comes to these 
rural areas of developing countries, and hence the 
air quality is also degrading in these areas day by 
day [3].  

Due to the increase of air pollutants in different 
areas of developing countries, the people in those 
areas are facing severe respiratory-related 
problems [4]. 

This leads to cause of adverse health 
conditions due to continuous exposure to the 
pollutant in those areas [5]. As lower aged-group, 
people are more sensitive and hence more 
vulnerable to these pollutants that increase the 
cognitive defects in them [6]. 

Constant exposure to these air pollutants 
beyond their admissible level, which is prescribed 
by the World Health Organization (WHO) [7] and 
central air pollutant committee of different 
countries can degrade student’s performance in 
terms of physically and academically. 

In recent years, many types of research are 
going on to enhance educational outcomes by 
implementing different learning management 
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systems using innovative learning 
methodology [8]. 

However, the impact of air pollutants on the 
educational outcome hasn’t yet been revealed. 
The attendance in school and colleges, attention 
level, activeness, a fast response are some 
parameters to measure the student’s performance 
academically. These parameters are greatly 
affected by air pollutants in different regions. 

The air pollutants above the prescribed level 
can lead to an increase in absenteeism in school 
and an increase in mortality rate [9]. On the other 
hand, the education system is facing new 
challenges due to the intervention of Information 
and Communication Technology (ICT) in 
education [10]. 

The ICT has not only affected higher education 
but also lower grade students. Some researchers 
have investigated the factors that influence the 
transformation of a physical laboratory to a virtual 
laboratory using ICT in Amman [11]. 

In the last decade, the Internet of Things (IoT) 
gains its popularity due to its low-cost and easy 
implementation architecture. Some of the fields 
such as traffic control systems, health care 
systems, home automation, etc. have been 
exploited by using IoT [12-13]. Recently some 
research has been carried out to improve the 
educational system using IoT [14-15]. This study is 
to investigate the effect of lower and higher levels 
of air pollutants on the student’s academic 
performance by using the internet of things. 

This study has been carried out in 33 different 
schools of Odisha in India at different regions. The 
geographical positions of these schools are spread 
across the state covering the coastal area, hilly 
area, industrial area, etc. 

1.1 Motivation 

Nowadays, the impact of different environmental 
factors on educational outcomes has gained 

 

Fig. 1. Air pollutant receiving system using IoT 

Table 1. Description of sensors for the air pollution detection 

Name of the Sensor Sensed Gas O. V Sensitivity Range 

HPMA115S0 [43] PM10 5V DC 1000ug/m3 

Dust sensor Module 
GP2Y1010AUOF [44] 

PM2.5 2.5V to 5.5V 0.5V/(100ug/m3) 

MQ-7 [45] CO 5V DC (10-1000) ppm 

GS+4NO2 [46] NO2 5V DC (0-30) ppm 

MQ-136 [47] SO2 5V DC (1-200) ppm 

MQ-131[48] Ozone 5V DC (10-1000) ppm 

*O. V- Operating Voltage 
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interest due to pollution in different geographical 
areas. As pollution level is different from place to 
place within a certain geographical area, hence we 
can see a diversified impact of this pollution level 
on the educational outcomes. However, the 
economic condition, the social condition of the 
students is different from place to place. Hence, a 
deep investigation is required to see the impact of 
these factors on educational outcomes. 

Nowadays, IoT has gain popularity due to its 
low-cost architecture. The sensing ability 
enhances the capability of IoT to reach remote 
areas for data collection. These data are the vital 
inputs for an effective data analysis system that 
can measure the impact of environmental factors 
on the education system. 

1.2 Contributions 

This system is to study the effect of air pollutants 
in the Odisha region of India on the student’s 
academic performance or learning outcomes. This 
study is also about setting up a low-cost 
infrastructure to get the data of different air 
pollutants across the Odisha region of India. 

As each air pollutants has some impact on 
learning outcomes, this paper is to investigate and 
find out the statistical relationship between the air 
pollutant and learning outcomes. 

Hence, a relationship between air pollutants 
and learning outcomes can be established across 
the country. This paper is presented as follows. 

In Section 1, the introductory description of the 
present scenario of the air pollutant in a different 
geographical area with the attention level is 
discussed. In Section 2, past researches are 
presented. In Section 3, the geographical scenario 
of the research area is discussed. 

The air pollutant and their effects on learning 
outcomes are presented in Section 4. In Section 5, 
the materials and methods are discussed which 
includes air pollutant receiving system using IoT, 
measurement, and analysis of attentiveness, etc. 

In Section 6, an experimental setup is 
presented. The result is discussed in Section 7. 
Section 8, describes the concluding notes and the 
scope of future work. 

2 Literature Review 

In recent years, many researchers have identified 
the impact of air pollutants on hospital admission, 
mortality rate, cognitive response, etc. [16]. The 
most important air pollutants are PM10, PM2.5, i.e. 
the particulate matter whose diameter is less than 
10 microns and 2.5 microns respectively. 

Along with these pollutants, Ozone (O3), NOx, 
Sulphur Dioxide (SO2) are also the major 

Table 2. Neuro-frequency bands and their associated activities 

Name of F.B. F.R. in Hz. V.R.in µV R. O Activity 

Alpha (8-13) Hz. (30-50) µV 
Parietal and 

occipital 
In a state of consciousness, 

quiet or rest 

Beta (14-30) Hz. (5-20) µV Frontal 
Conscious or alert thinking or 

receiving stimulation 

Theta (4-7) Hz. Less than 100µV 
Parietal and 

temporal 
Emotional pressure, 

distraction, deep relaxation 

Delta (0.5-3) Hz. (100-200) µV Central region 
Deep sleep, unconscious, 

anesthetized 

Gamma (31-50) Hz. (5-10) µV Highly localized Selective attention 

F.B.- Frequency Band 
F.R.- Frequency Range 
V.R.-Voltage Range 
R.O- Region of occurrence 
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hazardous pollutants that have to be taken 
into consideration. The concentration of these air 
pollutants is also differing from season to 
season [17]. 

According to Gramsch et al., the concentration 
of particulate matter is greater during the autumn 
and winter season and the concentration of ozone 
is higher during the spring and summer 
seasons [18]. 

From many types of researches, it is also 
revealed that the effect of air pollutants is different 
from developing countries to developed countries 
[19]. As the resources like health care access are 
quite different from developing country to 
developed country, hence the research done by 
Arceo et al. reveals that the estimated facts for the 
developing countries can’t be valid for the 
developed countries when establishing a 
relationship between pollution with health [20]. 

Therefore, the study is carried out to find out the 
correlation between air pollutants with the 
attentiveness of the students which is greatly 
influenced the learning outcomes. Carroll shows in 
their research that continuous exposure to these 
harmful pollutants can lead to continuous 
respiratory diseases and hence increases the 
absence rate in the school or college [21]. 

This also reduces their learning capability. 
Many researchers also trying to establish the 
relationship between a student’s health condition 
to their cognitive response. To record student’s 
cognitive responses, they have used BCI (Brain-
Computer Interface) system to transfer the brain 
signals to a system for further analysis and 
actionable measures [22]. 

Some researchers have used EEG 
(electroencephalogram) signals to analyze the 
attentiveness of the human being [23]. But the 
location of the scalp from where the EEG signal 
has to be taken is a very critical issue that has been 
identified by Yaomanee et al. [24]. 

Some researchers also compared the utilization 
of EEG signal and ECG electrocardiogram) signal 
analyzer for the classification accuracy for 
attentiveness [24]. In an experiment conducted by 
Li et al., the level of attentiveness is measured 
when the subjects are given brain power-related 
work to be done [25]. 

To identify the level of attentiveness, many 
researchers have used different classifiers, i.e. 
SUM, K-Nearest Neighbors (KNN), and Naive 
Bayes [26]. According to Calderon et al. 2008 and 
Wang et al., 2009, the development of the brain 

 

Fig. 2. Neurosky brainwave sensor 

 

Fig. 3. Focal position of placing sensor electrodes 

 

Fig. 4. Comparisons of Different Classifier for Accuracy 
in Predicting Attention Level 
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and cognitive ability is greatly affected by the 
constant exposure to air pollutants [27-28]. 

Suglia et al., 2008 discussed the relation of air 
pollutant with the absenteeism, fatigue and 
neurological problem which leads to poor 
academic performance [29]. 

Some researcher (Pope, Dockery, 2006 and 
Russel et al., 2009) suggests that the excessive 
presence of PM10 and PM2.5 have a negative 
cognitive response [30]. Graft et al., 2012 
investigated the effect of O3 on brain performance 
and found that if O3 increased by 10ppb, then it 
leads to a decrease in productivity by 5.5% [31]. 

Some researchers also pointed out that the 
children’s performance in the area of high 
concentration of air pollutants such as industrial 
areas and mining areas have poor academic 
performance than that of the children’s in the less 
air pollutant area such as hilly areas (Wang et al., 
2009) [32]. Zweig et al. conducted a test in 
California to test the effect of PM10, PM2.5, and NO2 
on academic performance [33]. 

The evidence collected from their research 
indicates that a 10% decrease in PM level would 
decrease the test score by 0.15% for PM10, 0.22% 
for PM2.5, and 0.34% for NO2 respectively. Zaletelj 

and Kosir use a machine-learning algorithm to 
estimate the attentiveness of the student using 2D 
and 3D data that is collected by Kinect One sensor 
[34]. They have used the facial and gestures of the 
body to classify the attentiveness which greatly 
impacts the academic performance. 

3 Environmental Condition 
of Odishga 

Odisha is a state which is situated on the east 
coast of India [35]. As of India, it is also a densely 
populated area. This state is also very rich in 
minerals which enhances the large mining and 
industrialization in the state. 

The coastal belt of the state is densely 
populated in comparison to other regions of the 
state as a result the vehicular emission in these 
areas is quite high. In recent years, the major cities 
have faced the worst fog situation that the state 
has ever experienced. 

The cities like Bhubaneswar, Cuttack, 
Balasore, Paradeep, and Berhampur are worst 
affected by vehicular emission, demolition work, 
and constructional work. 

Table 3. Comparison of machine learning methods for attention prediction 

Classification 
Method 

Accuracy Precise (%) Recall (%) AUC F-Measure G-Mean 

Simple tree (ST) 
[57] 

70.9 64.34 63.94 0.784 0.767 0.708 

Medium Tree (MT) 
[57] 

72.3 69.75 67.89 0.779 0.738 0.717 

Coarse KNN 
(CKNN) [57] 

73.8 71.69 70.26 0.825 0.816 0.734 

Medium KNN 
(MKNN) [57] 

72.7 78.91 77.36 0.893 0.838 0.723 

Weight KNN 
(WKNN) [57] 

72.9 73.67 76.14 0.836 0.819 0.725 

Bagged Trees (BT) 
[57] 

76.1 81.22 79.93 0.899 0.874 0.753 

Subspace (SS) 
KNN [57] 

74.3 78.49 76.89 0.816 0.798 0.738 

SVM 82.6 80.32 86.63 0.845 0.805 0.845 
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The cities like Angul, Talcher, Raygada, 
Rourkela, and Jharsuguda which are situated in 
the central and northwest part of Odisha are 
affected by industrial pollution along with 
vehicular pollution. 

In these cities, the temperature goes beyond 
450 C in the summer season. The annual average 
PM10 level in these cities is around 300 ppm [36]. 
The average SO2, NOx in these cities is around 9.2 
and 25.6 respectively. 

The Keonjhar and Sundargarh districts are 
highly affected by the PM levels as these areas are 
having major mines in India. So the average PM 
level in these areas goes beyond 400 to 500 ppm. 

In a report published by the Central Pollution 
Control Board of India that six cities of Odisha 
among 200 cities of India are marked as the worst 
polluted [37]. Due to this reason, the number of 
patients suffering from cardiovascular diseases, 
bronchitis, and tuberculosis is increasing in these 
cities of Odisha. 

4 Air Pollution and Its Effect on 
Learning Outcomes 

Many researchers have identified the link between 
different air pollutant concentration levels, mortality 
and morbidity events. 

According to Ponce (2012), around 4000 
people die prematurely due to high concentrations 
of air pollutants which leads to cardiopulmonary 
diseases every year [38]. 

Ostro et al. (1999) have done a study on 
children under 3 to 15 years to analyze the effect 
of PM10 and Ozone [39]. They found that the 
children within the lower age group have lower 
respiratory symbols and the cognitive response is 
also low as compared to other age groups. 

In the same manner, the higher concentration 
of ozone also increases hospital admission as 
investigated by Brunell et al. [40]. These air 
pollutants beyond at a certain level effects the 
growth of the brain, decrease the cognitive 
response, increases absenteeism, fatigue, etc. 
Due to these effects, the attention level also 
decreases which leads to poor 
academic performance. 

5 Materials and Methods 

In this section, a brief note about the materials 
used for the design of an air pollutant receiving 
system along with the methods used for measuring 
the attentiveness of the subject is discussed. 

This section also reveals a detailed analysis of 
the attentiveness and inattentiveness of the test 

 

Fig. 5. Energy Level of five sub-band frequencies of EEG signal, i.e. alpha, beta, theta, delta, and gamma 
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subject (students) using Support Vector 
Machine (SVM). 

5.1 Air Pollutant Receiving Station using IoT 

To receive the data from the different locations, the 
proposed system is designed with a low cost and 
portable system using IoT. As recently IoT has 
gained popularity due to its diversity in its 
applications, it can be utilized to get information 
whenever we want it at a very low cost even from 
a remote location (Marques et al., 2019) [41]. In 
proposed system consist of a Raspberry Pi 3B+ 
board (IoT prototype Board) to collect the data from 
the different locations across the Odisha region. 

To sense the different air pollutants, gas sensors 
are used. A detailed system for air pollutant 
receiving stations using IoT is shown in figure 
1. The sensors are selected based on the 
sensitivity, power requirement and cost. To keep 
the initial installation cost low, some MQ series gas 
sensors are used (Sabuag et al., 2019) [42]. 

Before utilization of these sensors, all the 
sensors are preheated for about 48 hours and the 
sensors are properly calibrated in an isolation 
chamber as per the datasheet of the sensors. The 
details of the sensors are given in table 1. 

The brainwave sensors are used to generate the 
EEG signals from the subjects and fed to the 
Raspberry Pi board to transmit the data to the 

cloud server. All these sensors are connected to 
the Raspberry Pi IoT prototype board (Pi, 2015) 
which is a SOC (System on Chip) [49]. 

A python program is continuously running inside 
the Raspberry Pi board whenever the board is 
connected to the power supply. 

These boards and sensors require very little 
power usually +5VDC power and light in weight. 
The total system can be installed very easily at any 
remote location. The data collected from these 
sensors will be transmitted to the server by using 
the internet as the Raspberry Pi board has the 
inbuilt Wi-Fi chip embedded in it. The data is stored 
in a database in the server for further analysis. 

5.2 Measurement of Activeness Using 
EEG Sensor 

The attentiveness of a human being is the 
neurological activity of the brain [50]. Therefore, 
EEG sensor is a perfect candidate to measure any 
fluctuations that arise due to any activity of the 
body and brain according to Belle et al. 

These sensors are capturing the 
electroencephalography signals called EEG 
signals from the brain scalps when the classes are 
going on to measure the attentiveness of the 
subject [51]. 
Traditionally the teacher has to identify which 
student is paying attention and who is not but this 

 

Fig. 6. Measurement of Attentiveness using EEG Signal 

 

Fig. 7. SVM high dimensional feature space 
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task is very tedious and energy-consuming. In 
online classes, the teacher is also unable to judge 
a student’s attentiveness by looking at them in 
the video. So, whether the session is interactive or 
non-interactive can’t be effectively determined by 
the teacher. 

But whether the class is online or offline means 
face to face in a classroom, during a lecture or 
practical session the brain of each student 
generates different EEG signals in a certain band 
of frequency which is the base to detect the 
attentiveness of the student [52]. 

These frequency bands are associated with a 
certain activity of the brain and these activities 
can’t be controlled by a normal person without 

training and practice. The activity associated with 
these frequency bands is given in Table 2 [53-54]. 

The proposed system consists of a brain sense 
device, i.e. Neurosky brainwave sensor [55], 
Raspberry Pi IoT prototype board, and a python 
program to differentiate the EEG signals. This 
brainwave sensor is fitted on the head of a student 
as shown in figure 2. A 10-20 EEG system is 
presented in figure 3 which is universally accepted 
for monitoring the EEG signals from the human 
brain [56]. 

In this system, different focal points are pointed 
from where the EEG signals can be monitored. 
Among all these focal points, two focal points in the 
head, i.e. FP1, FP2 result in the signal related to 
the attention of a person which is presented in 

 

 

Fig. 8. Classification accuracy using different features, i.e. alpha, beta, theta, delta, and gamma 

 

 

Fig. 9. shows the rate of attentiveness and rate of In-attentiveness concerning the cost function. 
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figure 3. The EEG signals are collected from these 
focal points by Neurosky Brainwave sensors and 
transmitted to the Raspberry Pi module through 
Bluetooth technology as shown in figure 1. 

After collecting the EEG signals, the Raspberry 
Pi module segregates the signals and resends 
them to the IoT cloud server through Wi-Fi 
technology. The server receives the EEG signal 
values along with the air pollutant sensor value at 

the same time and stores them in a database for 
further analysis. In this work, the degree of 
attentiveness is classified with some well-known 
classifiers which is described in 
subsequent section. 

5.3 Preprocessing of EEG Signal and 
Feature Selection 

Before applying the SVM classifier, the features of 
EEG signals have to be extracted. Figure 5 
represents a flow diagram for the measurement of 
attention level. The EEG data are collected and 
processed by a notch filter for the removal of the 
artifacts from the signal. 

The signals are sampled at 512 Hz. The 
sampled signals are transformed into the 
frequency domain and the PSD (Power Spectral 
Density) of the sampled signal is calculated by the 
following formula: 

Power��� = �����∗���

�
, (1) 

where 	��� is the sampled signal at the rate 512. 
	 ∗ ��� is the complex conjugate of the signal. N is 
the sampling rate. As EEG signal consists of five 
sub-band frequencies, i.e. alpha, beta, theta, delta, 
and gamma, each frequency band possess a 
certain energy level are shown in figure 5 which is 
calculated as: 

Energy
alpha

= ∑ Power�����
�� , (2) 

Energy
beta

= ∑ Power�����
��� , (3) 

Energy
gamma

= ∑ Power����
�� , (4) 

Energy
delta

= ∑ Power����
��.� . (5) 

The extraction of sub band frequencies is then 
fed to the SVM for the determination of attention 
level. The interdependencies of all the energy sub-
bands exist in between them as investigated by 
Hasegawa et al., the ratio of these energy levels 
can be taken as a feature of the attentiveness [58]: 

Rate of attentiveness =
Energyalpha

Energybeta

. (6) 

All five features are calculated and are 
processed for classification using SVM. 

Fig. 10. Year-wise regional average of concentration of 
PM10level in Odisha 

 

Fig.11. Comparison of test score with concentration of 
PM10 in Industrial Area of Odisha. 
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5.4 SVM Classifier 

In this study, an SVM classifier is used to classify 
whether a student is attentive or inattentive during 
the test. SVM creates a model to construct a 
hyperplane in its high dimensional feature space. 

This hyperplane segregates the attentiveness or 
inattentiveness using the EEG signal. A polynomial 
kernel function is used to identify each sample from 
the dataset to project into the high dimensional 
feature space. 

A parallel line is constructed on both sides of the 
hyperplane that differentiates the attentiveness. 
The SVM tries to maximize the difference between 
the parallel lines as shown in figure 7. The 
difference of parallel lines denotes the lesser the 
classification error rate. The kernel function is 
represented in equation 7: 

��	� , 	�� = �	�
� ∗ 	� + ��

�
. (7) 

After the SVM calculation and classification, to 
determine the accuracy of the classifier, k-fold 
cross-validation is performed. All the samples are 
partitioned into the k subset. From this subset, one 
subset is taken as testing data and k-1 subsets are 
taken as training data. To determine the accuracy, 
the above process is repeated for k times. 

As per our research, there is no globally 
accepted valid dataset of EEG signal that 
represents the activeness or inactiveness state of 
mind. So, to find the exact trace of the EEG signal 
sub-bands for classifying attentiveness, initially a 
physical method is used where the students will be 
asked whether he is attentive or not during the 
class and simultaneously his EEG signals 
are recorded. 

Then an IoT-SVM method is used to determine 
the attentiveness and matched with the previously 
recorded EEG signal which is recorded during 
physical method. 

Two test scenarios are created in this method; 
one is to respond to the English phrases and 
respond to some questionnaire and the other is the 
same scenario but in presence of a noisy 
environment. In these two methods, the sub-bands 
are traced and marked. 

The test subjects are asked whether they are 
attentive or not. If the test subject is unsure about 
its state of mind, then that response is discarded. 

Likewise, a set of 3894 attentive and 2987 
inattentive samples are collected. To have 
unbiased classification accuracy, a total of 1000 
attentive and inattentive EEG signals are selected 
randomly for the classification. 

As the attentiveness of men and women differs 
from each other, thus two classifications are 
developed for testing.  Initially, a single feature is 
employed for the classification but the accuracy 
level is near about 50%. Thus, multiple features 
are used for classification to improve accuracy that 
are alpha, beta, delta, theta, gamma. 

In our study, the value for k-fold is 5. Therefore, 
200 samples are used for testing, and the 
remaining is used for training samples. The 
classification accuracy using different features is 
shown in figure 8. 

 

Fig.12. Comparison of test score with concentration of 
PM10 in metropolitan area of Odisha. 

 

Fig.13. Comparison of test score with concentration of 
PM10 in minning area of Odisha 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 401–420
doi: 10.13053/CyS-28-2-4799

Sushil Kumar-Mahapatra, Binod Kumar-Pattanayak, Bibudhendu Pati410

ISSN 2007-9737



In the proposed study, it is also found that the 
rate of attentiveness and inattentiveness is also 
affected by the cost function of the poly kernel 
function denoted in equation 7. 

The rate of attentiveness is decreasing as the 
cost function increases and the rate of 
inattentiveness increases as the cost function 
increases. Figure 9 shows the rate of attentiveness 
and rate of attentiveness concerning the 
cost function. 

6 Experimental Setup 

Initially, 10 cities of Odisha are selected and are 
categorized as Industrial area, Metropolitan area, 
Minning area, and Coastal area. The cities such as 
Angul, Rourkela are categorized as Industrial 
areas and Bhubaneswar, Cuttack, Sambalpur are 
categorized as metropolitan areas whereas 
Keonjhar, Sundargarh, Talcher are categorized as 
Mining areas and Puri, Paradeep are categorized 
as Coastal areas. 

Around 33 schools are selected from these 
areas. The data is collected from these schools. 
While selecting the students from these schools, 
some points have been taken into consideration 
such as their family health condition, Family 
Income, student’s medical history, the smoking 
habit of a parent, etc., as these factors can affect 
the student’s performance in the test. 

As there is no valid dataset of EEG signal for 
the evaluating attentiveness present, the EEG 
signals are validated manually on the test subjects 
preliminarily. In our test, the EEG signals and the 
air pollutant data are collected from 33 schools in 
different districts of Odisha, India. From each 
school, 15 male and 15 female students were 
selected for the test. 

The selections of these students are purely 
random. Before experimenting, it is confirmed that 
any test subject has not undergone any meditation 
techniques to control the brain signals. 

The test subjects were given the brain sensor 
module to wear for about 5 minutes to get familiar 
with the module and avoid discomfort during the 
test. The EEG signals were collected from each 
test subject during different subjects taught 
to them. 

In between the class, the test subjects were 
also asked to do some tasks and read some 
phrases. The degree of attractiveness or 
inattentiveness is categorized according to the test 
subjects. Initially, all the test is conducted in every 
month. Thereafter the frequency of the test is 
doubled. The corresponding air pollutant levels are 
also measured simultaneously on such days. 

The BSE (Board of Secondary Education) 
results from the schools are taken into 
consideration to validate the outcomes which is a 
standard examination conducted by Govt. of 
Odisha for the secondary school students.  

Fig. 14. Comparison of test score with concentration of 
PM10 in coastal area of Odisha 

Fig.15. Year-wise regional average of concentration of 
NO2 in Odisha 
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7 Result and Discussion 

This section is divided into two subsections. One is 
to analyze the factors influencing attentiveness 
accuracy and in the second subsection, the impact 
of air pollutants upon the test score of the 
participant students is discussed. Initially, the 
investigation is carried upon the effect of different 
EEG features on attentiveness. 

Different features are extracted from the EEG 
signal, which is collected from the IoT 
devices. These features are used to classify 
whether a student is attentive or inattentive. The 
effect of the performance of a student can be 
measured from his attentiveness. 

Thus, to classify the attentiveness, the SVM 
classifier is used as it is found to be the best 
classifier among other classifiers compared in 
table 3. In our experimentation, we found that the 
accuracy level of attentiveness is optimum when all 
the features are taken into the consideration. 

The comparison of accuracy levels is presented 
in figure 8. In our proposed system, it has also 
come into notice that as the cost parameter of the 
poly kernel function increases, the attentiveness 
rate decreases and vice versa. 

After identifying the attentiveness of a student, 
we further investigate the effect of air pollutants on 
the student’s attentiveness and upon their 
test scores. 

 

Fig.16. Year-wise regional average of concentration of SO2 in Odisha 

Table 4. Correlation between air pollutants 

Pollutants PM10 PM2.5 SO2 NO2 CO O3 

PM10 Mean 1.00      

PM2.5 Mean 0.568 1.00     

SO2 Mean 0.018 0.628 1.00    

NO2 Mean 0.728 0.868  1.00 0.876  

CO Mean 0.197 0.843  0.876 1.00  

O3 Mean -0.332 -0.431 -0.739 -0.573 -0.542 1.00 
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The air pollutant level of different areas across 
Odisha is collected from the year 2015 to 2019. 

The air pollutant level data from 2015 to 2018 
are collected from the State Pollution Control 
Board database and for 2019, the data is 
generated from the sensors connected with the IoT 
devices. The collected data is further analyzed to 
find out the effect of air pollutants on the student’s 
academic performance using Wald statistical test. 

In this proposed system, the impact of air 
pollutants concerning the test report is measured 

and analyzed. The test report consists of two tests. 
The first test is English phrase reading and 
responding to some queries. The second test is 
doing some math problems. As the first test is upon 
linguistic acquisition, it is greatly influenced by the 
feature ‘delta’ activity of the brain. 

From the experimentation, it is found that the 
feature ‘delta’ and ‘gamma’ activity have more 
impact on attentiveness rate. In some research, it 
is also proposed that the feature ‘theta’ and ‘beta’ 
activity have minimal effect on the attentiveness 

Table 5. Concentration of PM10 in different cities of Odisha 

Name of 
the City 

2019 2018 2017 2016 2015 

M. H. A A. A M.H. A A. A M. H. A A. A M. H. A A. A M. H. A A. A 

Angul 161 105 163 103 182 96 198 100 234 106 

Talcher 203 94 206 96 200 91 233 94 267 93 

Rourkela 274 162 265 167 339 136 217 82 278 142 

Sambalpur 288 86 287 85 110 82 92 79 89 68 

Sundargarh 234 102 230 99 221 87 183 78 172 71 

Jharsuguda 154 103 153 106 136 91 117 87 106 82 

Bhubaneswar 297 102 290 100 242 96 314 109 302 113 

Cuttack 248 108 246 106 160 94 257 93 196 102 

Paradeep 324 108 317 119 238 112 250 117 283 123 

Puri 172 92 167 88 152 78 367 88 166 91 

*M.H.A-Maximum Hourly Average 

**A.A-Annual Average 

Table 6. Comparison of test score for different concentration of PM10 in different cities of Odisha 

Name of 
the City 

Year-2019 Year-2018 Year-2017 Year-2016 Year-2015 

PM10 

Level 
Test 

Score 
PM10 

Level 
Test 

Score 
PM10 

Level 
Test 

Score 
PM10 

Level 
Test 

Score 
PM10 

Level 
Test 

Score 

Angul 105 7.10 103 7.12 96 7.32 100 7.14 106 7.14 

Talcher 94 7.38 96 7.32 91 7.45 94 7.38 93 7.41 

Rourkela 162 5.48 167 5.44 136 6.28 82 7.78 142 6.01 

Sambalpur 86 7.67 85 7.72 82 7.78 79 8.01 68 8.12 

Sundargarh 102 7.14 99 7.27 87 7.63 78 8.04 71 8.08 

Jharsuguda 103 7.12 106 7.10 91 7.45 87 7.63 82 7.78 

Bhubaneswar 102 7.14 100 7.24 96 7.32 109 7.08 113 6.84 

Cuttack 108 7.14 106 7.10 94 7.38 93 7.41 102 7.14 

Paradeep 108 7.14 119 6.84 112 6.94 117 6.88 123 6.55 

Puri 92 7.45 88 7.78 78 8.12 88 7.78 91 7.45 

*M.H.A-Maximum Hourly Average 

**A.A-Annual Average 
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rate. But to get better classification accuracy, all 
features must be taken into consideration. Figure 9 
shows the effect of rate of attentiveness and 
inattentiveness concerning cost parameters. It 
shows that the rate of inattentiveness is about 
50%, which means there are still more factors exist 
that influence the inattentiveness. 

The regions of the state are categorized into 
four groups’, i.e. Metropolitan region, the Mining 
region, the Industrial region, and the coastal 
region. Table 5 shows the annual average level of 
PM10 and the maximum hourly average level of 

PM10. The test score for the math and text reading 
measures the attentiveness of the students. 

The test score is calculated on that day when 
the concentration of PM10 level is around the 
annual average level. Table 6 shows the 
comparative data of PM10 concentration with the 
test scores of different cities of Odisha. The mean 
PM10 level of different geographical areas for the 
year 2015-2019 is presented in figure 10. 

The comparative graphical representation of 
the mean PM10 level with the mean test score for 
different regions is presented from figure 11 to 

Table 7. Concentration of NO2 in different cities of Odisha 

Name of 
the City 

2019 2018 2017 2016 2015 

M.H.A A.A M.H.A A.A M.H.A A.A M.H.A A.A M.H.A A.A 

Angul 34 26 35 25 32 25 31 24 33 25 

Talcher 33 31 34 29 37 31 29 24 36 27 

Rourkela 36 22 32 21 43 27 35 14 32 13 

Sambalpur 45 23 43 21 27 20 19 17 20 17 

Sundargarh 26 15 23 12 20 12 21 12 24 14 

Jharsuguda 34 20 31 18 24 20 24 20 23 19 

Bhubaneswar 52 18 50 16 36 25 61 25 43 24 

Cuttack 46 33 42 31 42 34 38 32 40 32 

Paradeep 24 13 21 12 25 14 22 14 27 15 

Puri 26 14 25 15 29 15 31 15 33 16 

*M.H.A-Maximum Hourly Average 

**A.A-Annual Average 

Table 8. Concentration of SO2 in different cities of Odisha 

Name of 
the City 

2019 2018 2017 2016 2015 

M.H.A A.A M.H.A A.A M.H.A A.A M.H.A A.A M.H.A A.A 

Angul 21 10 20 9 18 9 14 9 14 10.8 

Talcher 17 11 15 10 13 10 12 10 12 8.5 

Rourkela 22 14 20 14 26 21 30 12 15 5.1 

Sambalpur 41 6 39 5 8 4 5 4 5 2.5 

Sundargarh 20 8 18 8 16 7 14 6.2 14 7 

Jharsuguda 25 11 24 10 20 11 18 13 16 12 

Bhubaneswar 16 2 15 2 21 2 25 2 24 2 

Cuttack 10 5 9 4 7 5 7 4 6 2 

Paradeep 36 21 35 19 52 20 43 22 40 21 

Puri 7 3 5 2 5 2 16 2 7 2 

*M.H.A-Maximum Hourly Average 
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figure 14 respectively. Likewise, the mean NO2 
level and SO2 level for a different region of Odisha 
from the year 2015 to 2019 is presented in figure 
15 and figure 16 respectively. The annual average 
level of PM10 in the cities is between 86 to 162 ppm 
(parts per million) for the year 2019 presented in 
Table 5. 

Table 6 shows the mean test score for different 
areas for the year 2019. The test score for the year 
2015 to 2018 is taken from the database created 
from the IoT devices in the year 2019 when the air 
pollutant level is nearer to that level. 

Table 7 and Table 8 represent the 
concentration of NO2 and SO2 for a different region 
of Odisha. The test score is also calculated for the 
other air pollutants. Some of the pollutants do not 
have any significant impact on the test score thus 
excluded from the experiment like ozone. 
According to the study, the concentration of ozone 
increases in the spring and summer seasons. 

In those days, the result shows a negative 
impact on the test score as expected but does not 
have a significant impact on test score [59]. During 
the experimentation, it is also come to notice that 
there is a correlation between the air pollutants. 
The effect of all air pollutants except ozone has a 
significant impact on the test score [60]. 

The correlation table for air pollutants is shown 
in table 8. In this work, the test score is measured 
keeping one air pollutant as a variable at a time and 
others as explanatory variables. 

For experimentation, we have used all the 
major air pollutants to measure the effectiveness 
on the test score. A Wald test is performed for 
statistical analysis which reveals that all the four air 
pollutants, i.e. PM10, NO2, SO2 have a significant 
impact on attentiveness as well as on the 
test score. 

As we know that Wald test is used to investigate 
the degree of significance level for an independent 
variable over a model, we have used it to 
investigate the significance level of different air 
pollutant on test score individually and then 
collectively their influence on the test score. 

The statistical analysis is presented in table 10. 
The significance of all the air pollutants to the test 
score is presented in column (1). From column (2) 
to column (5), the significance level of an individual 
air pollutant is shown. Here it is found that the 
Ozone has no impact on the test score. 

Thus, data collected for Ozone have been 
discarded and is eliminated from the analysis part. 
However, the PM10 is the only air pollutant that has 
a statistically significant effect on the test score as 

Table 9. Statistical description of pollutant and test score 

Variables Year-2019 Year-2018 Year-2017 Year-2016 Year-2015 

Mean of PM10 106.20 106.90 96.30 92.70 99.10 

Mean of NO2 21.50 20 22.30 19.70 20.20 

Mean of SO2 9.1 8.3 9.1 8.42 7.29 

Standard deviation of PM10 19.81 23.1922 16.7003 12.8413 23.1250 

Standard deviation of NO2 6.56 6.6833 7.3643 6.4127 6.403 

Standard deviation of SO2 5.37 5.3965 6.7733 6.2136 6.1075 

Mean of Test Score 7.07 7.093 7.36 7.513 7.25 

Standard deviation of Test Score 0.59 0.64 0.49 0.39 0.66 

Table 10. Effect of pollutant on test score 

Pollutant (1) (2) (3) (4) (5) 

PM10 -0.328 -0.738a    

NO2 -0.846  -2.024b   

SO2 -0.763   -1.998b  

O3 0.372    0.284 
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shown in table 9. Thereafter it is also found that 
PM10, NO2, SO2 have a statistically significant 
effect on the test score but on the other hand, 
Ozone shows a positive sign which reflects that it 
does not affect the test score statistically. 

The magnitude of effect on test score by the 
coefficients is calculated and found that an 
increase in the level of concentration of PM10 in 
standard deviation results in 0.028 points 
decreases in test score. In the same way, an 
increase in one standard deviation of NO2 and SO2 
would result in a decrease in test scores by 0.08 
points and 0.104 points out of 10 
points respectively. 

A relevant statistically elasticity measurement is 
also calculated here for those who do not familiar 
with the measurement units of air pollutants and 
the findings are: for 1% increase in PM10, NO2 and 
SO2 level would decrease the test score by 
0.049%, 0.14%, and 0.18% respectively. 

This study also reveals that the test score is 
heavily affected by PM10 when the test is 
conducted upon below grade 5 students. The 
effect is quite low when considering relatively 
higher-grade students. In some cases, when the 
concentration level of PM10 is beyond 250 ppm, the 
test score for math decreases by 2.8 percent for 
every 10 units increase in concentration level. 

Similarly, the other pollutant like NO2 and CO is 
closely associated with the concentration of level 
of PM10. All the results show that there is a negative 
nonlinear relationship between the test score and 
the concentration of air pollutants. 

The significance level of different air pollutants 
is given on table 10 using Wald statistics. This 
clearly shows that the PM10 concentration level has 
the most significant effect on the test score. The 
joint significance value using Wald statistics is 
39.87. From the statistical analysis, it has found 
that all the air pollutant has some effect on the 
test score. 

8 Conclusion and Future Work 

This study reveals a clear relationship between the 
air pollutant and the test score. From the 
experimentation, it is clear that the test score 
decreases due to a lack of attentiveness in 
presence of a higher concentration of air 

pollutants. The PM10 level is the most significant 
effect on the test score of a student while NO2 and 
SO2 have some effect on the test score. In this 
work, it is also revealed that the measurement of 
attentiveness depends upon some sub-bands of 
EEG signal but the measurement of 
inattentiveness depends upon some other factors 
that will be a future case of study. 

The air pollutants are not only responsible for 
creating health problems but also degrading the 
performance of the student. The govt. along with 
the people of each area should take an effective 
measure to reduce the air pollution level, which will 
reduce the effect of long-term cognitive problems 
in the future generation of the country. 

Cutting-edge technology like block chain, cloud 
computing, artificial intelligence can be utilized to 
securely investigate the real-time data in a virtual 
class environment for further analysis and to create 
a future road map to reduce the air pollutant. 
Furthermore, the effect of sound pollution and 
water pollution on the cognitive response and 
attentiveness of the student would be investigated 
in future work. 
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Abstract. File systems, being one of the core
components of any computational device, contain the
most important information which makes them pivotal
to any digital forensics investigation. However, file
system parsing is a complex process. Existing file
system forensic software are capable of processing large
datasets but often at the cost of either performance
or resource utilisation. Slow evidence processing has
a direct impact on investigation time, while higher
resource requirements have a monetary impact. Digital
Forensics labs are often on a constrained budget in
terms of both time and money. So, they often need
to define priorities on a case-by-case basis. Another
major concern for forensic investigators is correctness.
Tools that suffer from memory management issues may
generate inconsistent reports or worse yet, increase
overall attack surface for malware that may pollute
investigator’s workstation. This research proposes a
novel open-source exFAT file system parsing library.
It has been validated against the current open-source
state-of-the-art: The Sleuth Kit (TSK), on a dataset of
disk images ranging from 1MiB to 1TiB. Experimental
results indicate that the proposed tool is 40 times faster
and 17 times more memory efficient than TSK.

Keywords. ExFat, parsers, file system forensics,
digital forensics.

1 Introduction

File systems are blueprints that provide an
arrangement for operating systems to efficiently &
reliably store all the files. Modern file systems can
scale up to billions of files with each file reaching
sizes over multiple terabytes. Such features have
made file systems the de facto structure of storing
data in secondary storage.

Some of the most common file systems include
NTFS, exFAT, EXT4, APFS, and XFS. As the
default storage method, most of the data is stored
in secondary storage. This effectively turns file
systems into a gold-mine of artefacts for digital
forensics investigators [28].

To extract these artefacts, numerous digital
forensic tools have been developed [36]. Almost
all modern digital forensic tools have a file system
parsing module in them. A file system parser is
a tool that understands the structure of the file
system it has to read. The parser must understand
all the pre-defined fields in the file system and read
them while understanding their specific meanings.

Some parts of the file system contain meta-data
while others contain contents of the files stored in
them. A file system is similar to a JavaScript Object
Notation (JSON) object or an Extensible Markup
Language (XML) object in the sense that all three
of them present different ways to organize data.

Almost all of the modern digital forensic tools
have file system parsing capabilities. Some of
these modern tools include TSK [41] & EnCase
[32]. These forensics tools parse the file system
to extract the artefacts and run analytics on top
of them. However, file system parsing can be a
complex process.

While digital forensics tools are able to handle
terabytes of data, they are often slow to process
the large volume of data [29]. Processing
performance and resource utilisation are inversly
related, high performance processing requires
higher memory in most cases. For instance,
parsing a file system with a large number of files
and directories can result in high memory usage,
which can slow down the parsing process.

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 421–433
doi: 10.13053/CyS-28-2-4804

ISSN 2007-9737



Fig. 1. exFAT file system not detected at offset ’0’

Fig. 2. exFAT file system header signature at offset ’0’

When file system parsing is slow or inefficient,
it slows down investigations. In certain instances,
the indexing of an entire disk image with
millions of files can be a time-consuming process,
particularly when dealing with legacy equipment.
The ”Experiment” section of this research offers
empirical evidence derived from testing various
scenarios on five different platforms.

This research focuses on open-source file
system parsers. Specifically designed for the
exFAT file system [2], aiming to contribute an
efficient and fast exFAT parser. The exFAT file
system was selected for its compatibility with most
of the major electronic devices [20, 23, 43, 39, 40,
1]. The ”Related Work” section provides a more
comprehensive discussion of this aspect.

1.1 Problem Statement

Forensic investigations often suffer from large
backlog of cases due to slow, bulky, and inefficient
digital forensic tools [29]. Digital evidence is
relevant in about 90% of the cases [26]. The
amount of data that must be acquired, analyzed,
indexed, processed, triaged, and reported, keeps
increasing every passing day. Storage devices
have evolved to preserve multiple terabytes of data.

While advanced forensic tools and
high-powered hardware tools are available, a
lot of digital forensics labs don’t have the budget
for these advanced tools [17]. Building a digital
forensics lab can easily cost over $100,000 [33],
this cost is excluding yearly maintenance cost of
the lab. Labs that rely on open-source tools find
themselves lagging behind because existing tools
are slow and memory in-efficient.

Next sub-section will explain the current state
of open source exFAT file system parsers for
digital forensic tasks. According to a joint report
by Google and Microsoft, a staggering 70% of
all security bugs can be traced back to memory
safety issues [47, 48]. Although there are
other open-source tools available for file system
parsing, such as dfir ntfs [30] & exfatDump [18]
written in Python [37], they appear to have limited
functionality. For instance, dfir ntfs, is designed
for parsing the Volume Boot Record (VBR), Master
Boot Record (MBR) structures, and file metadata
without the ability to read or extract any entries.

While, exfatDump, published in October 2015,
unfortunately, seems to be non-operational. As
shown in Figure 1, exfatDump fails to identify the
start of the exFAT file system at the specified offset
0, which is indicated using hexdump [16] tool in
figure 2. In contrast, the proposed solution of
this research offers a robust and comprehensive
approach to parsing file system structures.

1.2 Contribution

The primary contribution of this research is
LIBXFAT, an exFAT file system parsing library [3].
Additionally, a secondary add-on to the contribution
is PAREX, a Command Line Interface (CLI) tool
built on top of LIBXFAT [4]. PAREX offers four
options for parsing disk images, which are further
explained in Table 1.

The main features of these software tools
include listing all entries in the file system, including
deleted and deleted entries, as well as extracting
file contents in a forensically sound manner. Both
LIBXFAT and PAREX were developed using the Go
programming language [14], which was selected
for its simplicity, easy concurrency, and built-in
memory safety features.

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 421–433
doi: 10.13053/CyS-28-2-4804

Gaurav Gogia, Parag Rughani422

ISSN 2007-9737



Table 1. PAREX options

Parsing Option Operation

0 List Root Entries

1 List All Entries - With Metadata

2 List All Entries - With Count

3 Extract All Entries - Collected

4 Extract All Entries - Recursively

Table 2. Indexed files per image

Image Size Indexed Files

1 MiB 7

512 MiB 4540

1 GiB 11336

10 GiB 240295

32 GiB 442

64 GiB 313030

The memory safety aspect of the Go has
been validated by Felix A. Wolf et al., as cited
in reference [45]. To ensure the correctness of
LIBXFAT, its results were compared with those
obtained from TSK and Autopsy [5]. Furthermore,
for benchmarking purposes, LIBXFAT was profiled
against TSK using various parameters. Detailed
explanations of these experiments can be found in
the experiments section.

1.3 Outline

The rest of the paper is organized in 5 major
sections: Section 2 ”Related Work” discusses
some related research work with the current
state of file system parsing tools. Section 3
”Background” explains the structure of exFAT file
system. This section can be skipped by those
readers who understand this file system well.

Section 4 “Experiment” presents experiments,
experimental methodology, and the data
generated during those experiments. In Section 5
“Discussion”, experimental results are interpreted;
Section 6 “Conclusion” concludes and discusses
future research work and potential applications of
this work.

2 Related Work

This section reviews studies on file system
forensics, highlights the importance of exFAT
from a forensic perspective, and explores existing
software solutions. It focuses on solutions that offer
API/Library integration for developers to promote
inter-operability in the field.

File System Forensics: The significance
of file system forensics is paramount; virtually
all digital artefacts can be traced back to the
file system. A recent paper explored the
application of machine learning algorithms for
identifying contraband within file systems [28].
Extensive research has been conducted regarding
forensic and anti-forensic techniques for various
file systems.

One such study proposed a novel file recovery
algorithm designed to recover deleted files from
the FAT32 file system [8]. Another research
introduced a scheme aimed at detecting data
in FAT32 file systems that leaves no traces
[46]. However, investigating file systems isn’t
solely limited to recovery files or identifying data
streams. For instance, ExtSFR is a scalable file
recovery framework that is compatible with EXT file
systems [19].

APFS, another crucial file system, has
been sparsely studied due to its proprietary,
closed-source nature. Researchers interested
in developing file recovery algorithms for this file
system had to resort to reverse engineering [36].
Similarly, the proprietary Resilient File System
(ReFS) also necessitates reverse engineering to
extract valuable information [32].

These efforts pose various legal and technical
questions around the process of reverse
engineering a file system [42]. However, reverse
engineering and file recovery are not the sole use
cases in file system forensics. Another scenario
involves the simple reading and classification
of files.

This has spurred research into classification
algorithms, with some based on neural networks
that traverse the file system to identify contraband
[27]. File system forensics has indeed spurred a
numerous research initiatives. To that end, this
paper will primarily focus on the exFAT file system.
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Table 3. exFAT region layout with offset & size in sectors

Sub-Region Name Offset (Hex) Size (Decimal)

Main Boot Region

Main Boot Sector 0x0 1

Main Extended Boot Sectors 0x1 8

Main OEM Parameters 0x9 1

Main Reserved 0xA 1

Main Boot Checksum 0xB 1

Backup Boot Region

Backup Boot Sector 0xC 1

Backup Extended Boot Sectors 0xD 8

Backup OEM Parameters 0x15 1

Backup Reserved 0x16 1

Backup Boot Checksum 0x17 1

FAT Region

FAT Alignment 0x18 FatOffset – 24

First Fat FatOffset FatLen

Second Fat FatOffset + FatLen FatLen * (FatCount – 1)

Data Region

Cluster Heap Alignment FatOffset + FatLen * FatCount ClusterHeapOffset – (FatOffset +
FatLen * FatCount)

Cluster Heap ClusterHeapOffset ClusterCount * 2

Excess Space ClusterHeapOffset + ClusterCount*2 VolumeLen – (ClusterHeapOffset +
ClusterCount * 2)

exFAT Forensics: The exFAT file system has
emerged as the de facto standard for removable
storage devices and those utilizing NAND flash
storage technology, including thumb drives, SDXC
cards, eMMC storage in laptops, and more.

A key factor driving its widespread adoption
is the deliberate design choice made by its
creators—minimising write operations to promote
the longevity of storage devices. Another pivotal
aspect is its compatibility with major operating
systems such as Windows, MacOS, Ubuntu,
Android, and other Unix-based systems [15].
Forensic workstations leverage exFAT file systems
to ensure seamless interoperability across different
operating systems [20].

Despite its popularity, the algorithms used
to parse and analyse devices employing the
exFAT system are not publicly available, posing
a challenge to comprehensive forensic analysis
[23]. The significance of the exFAT file system
is underscored by Yves Vandermeer et al.,
who conducted an in-depth study on its data
structure [43]. Furthermore, various studies
highlight the use of exFAT file systems in a
diverse array of devices, from medical equipment
to drones [39, 40, 1]. Consequently, advancing our
understanding and capabilities in exFAT forensics
holds paramount importance.

Open Source Digital Forensics: Several
digital forensics software programs capable of
parsing the exFAT file system currently exist.
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Table 4. Number of entires per disk image

Size All Root Indexed Deleted

1 MiB 10 6 10 0

512 MiB 4734 19 4733 1

1 GiB 11580 20 11561 19

5 GiB 1 9 9 0

10 GiB 246910 13 246845 65

25 GiB 11 11 11 0

32 GiB 556 13 556 0

40 GiB 20 20 20 0

64 GiB 325517 112 324865 652

128 GiB 533292 150 532444 848

256 GiB 1375122 152 1374820 302

500 GiB 45 45 45 0

512 GiB 2550344 152 2550212 132

1 TiB 5057669 1546 5053570 4099

However, the process of validating,
benchmarking, and developing trust in these
tools presents a considerable challenge [7].
Although open-source file system forensics
software are available [41, 40], their over-reliance
on memory-unsafe programming languages
such as C & C++ can cause supply chain
security challenges.

Multiple entities, including Google and
Microsoft, along with independent researchers,
have reported that over 70% of memory-related
flaws in operating systems and browsers can be
directly attributed to code written in C or C++
[47, 48, 49, 12].

These memory-related bugs, if exploited, can
compromise a digital forensics workstation causing
damage to all the cases being investigated on
the same machine or on the same local network,
depending on the extent of the exploit.

The Go programming language, developed
by Google, offers a safer alternative [45]. Its
design goals are simplicity, ease of development,
and high performance. When compared to
other memory-safe programming languages, the
performance of Go is comparable to C++ [35, 11,
22, 34].

However, only one open-source library has
been identified to date [10] that is written in Go
programming language, but it lacks features such
as recursive file system traversal and access to
metadata information like the number of clusters a
file contains.

This paper introduces a new open-source
library and a CLI tool for parsing the exFAT file
system. This library has been validated with
and benchmarked against industry standard tools.
Validation and benchmark tests are explained in
more detail in Section 4 ”Experiment” section.

3 Background

The exFAT file system was developed by Microsoft
to address the limitations of the FAT32 file system,
particularly in relation to flash storage devices
like SD cards. The exFAT file system comprises
three primary regions: the Boot Region (also
known as the superblock), the FAT Region, and
the Data Region. The Boot Region, occupying
the first 512 bytes, contains crucial metadata
and initialization data, including the file system
signature and parameters.

The FAT Region, as the name suggests, stores
the file allocation table, which manages file and
directory locations. The Data Region stores
the actual contents and metadata of all the files
and folders. A comprehensive study by Julian
Heeger et al. provides detailed insights into
the architecture and functioning of the exFAT file
system [15]. Table 3 explains subsections of these
regions with their offsets [2].

4 Experiment

To evaluate the correctness and performance
for PAREX software (powered by LIBXFAT),
functional and benchmarking experiments were
carried out. For benchmarking experiments
FLS software (powered by TSK) was used
as the control/standard software against all
the comparison was made. The upcoming
subsections will provide detailed explanations of
the experiment setup, the experiment itself, and the
corresponding results.
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Fig. 3. Verify metadata - PAREX

Fig. 4. Verify metadata - autopsy

4.1 Experiment Setup

To validate both PAREX and FLS, the first
step involved generating a dataset of raw disk
images. Most of the disk images were generated
synthetically by creating several files and folders
in an external storage device. Additionally, a
portion of the dataset was downloaded from NIST
CFReDS repositories [31].

The downloaded files were saved into a
separate partition in a Virtual Machine. Raw disk
images were created out of the partitions where
the files were downloaded. Disk images ranging
from 1MiB to 1TiB were created to cover a range
of scenarios. Experiment setup is divided into
two parts: Functional Tests Setup & Benchmark
Tests Setup.

They explain the experiment environment and
profiling methods used to conduct the experiment.
Within the context of this study, the terms ’entry’
& ’entries’ are employed to denote an ’entry’ &
a number of ’entries’ within the file system. This
term is used universally to represent both files and
folders. Table 4 exhibits the total number of entries,
root entries, indexed entries, and deleted entries
for a disk image, along with their respective sizes.

4.1.1 Functional Test Setup

The experimental environment for the functional
tests was intentionally simple. A single platform
was chosen to evaluate the basic functionality
of PAREX software developed within this
research. Performance assessments of all
the tools were executed using GNU/Time software
[13] within a Windows Subsystem for Linux 2
(WSL-2) environment [6].

4.1.2 Benchmark Test Setup

The benchmark tests were performed in five
different environments: WSL-2 [6], Anarchy Linux
[9], Windows 10 Professional [24], Windows
11 Professional [25], and Kali Linux [21].
These environments were created using VMWare
Workstation Pro 17 [44].

Windows 10, Windows 11, Anarchy Linux,
& Kali Linux environments were created with 4
vCPUs and 6 GiB RAM. A 12 TiB 7200RPM
external HDD was used for storage. While on the
other hand, WSL-2 had 16 vCPUs, 32 GiB RAM,
and 1 TiB internal M2 SSD storage drive.
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Algorithm 1 Process Profiling Algorithm

1: start time← current time
2: p← Process object for proc. pid

3: Initialise empty lists: cpu use list, mem use list, thread count list, read bytes list, write bytes list

4: while proc is running do
5: cpu← CPU percent of p divided by total number of CPUs
6: Append cpu to cpu use list

7: mem← memory used by p

8: Append mem to mem use list

9: Append number of threads used by p to thread count list

10: Get I/O counters for p
11: Append read bytes and written bytes to read bytes list and write bytes list respectively
12: Sleep for sampling rate seconds
13: end while
14: end time← current time
15: avg cpu use← Average of cpu use list

16: avg ram use← Average of mem use list

17: avg thread count← Average of thread count list

18: avg io read← Average of read bytes list

19: avg io write← Average of write bytes list

20: return avg cpu use, avg ram use, avg thread count, avg io read, avg io write

To profile all these experiments, a python [37]
script was written using psutil [38] library. This
library helps in profiling system events like memory
use, execution time, thread count, processor use,
disk reads/writes etc.

The version of the library at the time of writing
this paper is v5.9.5. This library has a proven
record and is being actively maintained on GitHub
by many contributors. Algorithm 1 explains the
profiling script.

4.2 Functional Tests

For the functional tests, all the files were extracted
out of the disk images using PAREX to validate
the correctness of the CLI tool. Table 2 shows
image size and the number of indexed files per
disk image.

To verify the correctness of PAREX, results of
data parsing and extraction were compared with
the results of TSK & Autopsy. Please note that
an additional command in PAREX was executed
for this experiment to list out all the files and their
metadata out of the disk image.

Figures 3 & 4 represent matching metadata
between PAREX & Autopsy to solidify the
correctness of exFAT file system parsing in PAREX.
On the other hand, figure 7 represents matching
SHA-256 hash of the extracted files by PAREX
& TSK illustrating correctness of file extracted
by PAREX.

Mean and Standard Deviation out of experiment
data was calculated to compare performance,
efficiency, and consistency between PAREX and
FLS. Upcoming sub-sections will delve into the
details of the experiemnts and present results.

4.2.1 List Root Entries

In the first benchmark test, FLS was executed
in its default state without any flags, while
PAREX(powered by LIBXFAT) was run with the
0 option. This option parses root dir entry and
returns them for the user, please find table 1 for
more details. This approach ensured that both
tools used a 0 offset of the disk image as the
starting point and exclusively returned root entries
from the disk image.
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Fig. 6. List root entries — RAM use (MB) — lower is better

4.2.2 List All Entries

In the second benchmark test, FLS was run with
options ’-u -r’ while PAREX was run with option ’2’.
This option lists out all the indexed entries in the
file system while keeping track of count of number
of entries, please find table 1 for more details.
This approach ensured that both tools used a 0
offset of the disk image as the starting point and
exclusively returned all the indexed endtries from
the disk image.

4.3 Experiment Results

Mean & Standard Deviation was calculated
for all the statistical data that was acquired
by profiling the experiments run to benchmark
both PAREX and FLS software tools. Results
of these experiments have been visualized to
clearly state the difference in performance,
efficiency, and consistency between the two tools.
Figures 5, 6, 8, and 9 represent comparative
analysis between PAREX and FLS on various
platforms through mean execution time, standard
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Fig. 7. Verify file extraction

deviation in execution time, mean RAM use, and
standard deviation in RAM use. The following
list elucidates the platforms on which these
experiments were conducted:

– P1 - WSL 2,

– P2 - Windows 10,

– P3 - Windows 11,

– P3 - Arch Linux,

– P4 - Kali Linux.

4.4 Caveats

This study has several important caveats that
must be considered when interpreting its findings.
Prrofiling in a Windows Subsystem for Linux
2 (WSL-2) environment is currently not fully
reliable. The high level of abstraction that WSL-2
introduces an inherent challenge in accurately
profiling all parameters.

This limitation potentially impacts the precision
and consistency of our results obtained from this
environment. To alleviate this concern, identical
experiments were conducted on Anarchy Linux,
Kali Linux, Windows 10, and Windows 11 virtual
machines were conducted.

The diverse range of environments helps
in establishing a comprehensive and more
reliable picture of the software’s execution time.
Secondly, the accuracy of profiled data is inversely
proportional to the sampling rate.

As the sampling rate decreases, the chances of
obtaining accurate profiling data diminishes. This
phenomenon occurs because lower sampling rates
have a reduced ability to capture all system state
changes accurately. To examine this effect and
capture data at different levels of granularity, we
performed profiling at sampling rates of 0ms, 50ms,
and 100ms.

Lastly, the accuracy of profiled data can also
be affected if an operation runs faster than the
sampling rate. This discrepancy can lead to the
operation being entirely missed by the profiler,
especially for those operations that complete within
a time frame shorter than the sampling rate. This
occurrence introduces another potential source of
error in the profiling data.

Therefore, it’s critical to understand that the
results of this study are subjected to these
inherent limitations of the profiling process. Future
work could focus on developing methods to
mitigate these issues and enhance the accuracy of
profiling data.
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5 Discussion

This section presents the outcomes of functional
and benchmark tests.

The experimental results indicate that the
PAREX and LIBXFAT library accurately parses
the exFAT file system, effectively identifying
root entries, traversing all directories and
sub-directories to locate the remaining entries,
and extracting file content in a forensically
sound manner.

The benchmark tests reveal that the PAREX,
is significantly faster and more memory efficient
than FLS. Experiments also reveal that PAREX
software performs much more consistently across
different platforms.

This is another important finding, as it means
that PAREX can be used to process large
exFAT formatted devices reliably with high speed
while keeping minimum memory footprint on the
investigator’s workstation. However, this research
does have a limitation: the absence of active
detection for deleted entries.

While the PAREX can identify obviously deleted
or deleted entries evidenced by 0x0 listed as the
entry cluster offset, it does not carry out any
advanced operations to detect less obvious deleted
entries.

Furthermore, PAREX does not employ any
statistical or pattern matching techniques to
identify deleted directory entries, it can only detect
deleted file entries.
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These features can be added in future to arm
PAREX with more features for forensic artefact
analyses. Overall, the findings of the research are
positive. PAREX is a promising tool for recovering
data from exFAT formatted devices. However,
future work should focus on addressing the
limitation of the research by developing methods
to actively detect deleted entries.

6 Conclusion

In this study, an open-source library and a CLI
tool were developed for parsing the exFAT file
system. To validate correctness and performance,
deep profiling and benchmarking tests were
conducted using the psutil library on five different
platforms: WSL-2, Anarchy Linux, Kali Linux,
Windows 10, & Windows 11. The developed
tools were benchmarked against industry standard
open-source tools: The Sleuth Kit (TSK) & Autopsy.
The results demonstrate that the developed tools
are over 40 times faster than the control set while
also being 17 times more memory efficient.

The developed software consistently present
effective and efficient results over multiple
platforms. These results directly impact the cost
of acquisition and maintenance of workstations
and other associated computer hardware, be it
on-premises or on cloud. However, to further
enhance the software, several optimization
strategies can be implemented.

These include improving the handling of
multiple goroutines, implementing thread-pooling
for larger objects, and conducting deeper profiling
tests to identify and eliminate unnecessary
object allocations and deallocations. Moreover,
future research prospects involve addressing
the limitation of active deleted file detection
and deleted file recovery by developing
additional features.
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Abstract. The integration of artificial intelligence in Latin 
American universities has raised ethical challenges 
among faculty members. Understanding and addressing 
these challenges is crucial for a successful 
implementation of artificial intelligence in the educational 
context. This study was conducted using a descriptive-
explanatory quantitative approach, incorporating the 
opinions of 665 university professors from Latin 
America. Data was collected through surveys, with a 
Cronbach's alpha coefficient of 0.91. Analysis of the data 
revealed a range of ethical concerns among the 
educators regarding the utilization of artificial intelligence 
in education. These concerns vary in magnitude and 
nature, but they reflect a clear need to address and 
understand the ethical implications of artificial 
intelligence in the educational sphere. The adoption of 
artificial intelligence in Latin American higher education 
has raised ethical concerns. These concerns, while 
valid, should not be insurmountable barriers but points 
of reflection to optimize the integration of artificial 
intelligence in education. The study provides an 
essential overview for institutions, educators, and 
developers looking to implement AI in higher education, 
emphasizing the urgency of addressing these ethical 
challenges in an anticipatory and strategic manner. 

Keywords. Artificial intelligence, ethical challenges, 
higher education, teacher perceptions, educational 
technology, pedagogical innovation. 

1 Introduction 

The constant emergence and evolution of 
technology in our daily lives have shaped a new 
reality teeming with both opportunities and 
challenges. Within this technological landscape, 
artificial intelligence (AI) has established itself as 
one of the most significant and transformative 
advancements of the 21st century. 

AI has emerged as a transformative force in 
countless sectors, redefining the way we interact 
with technology and ourselves. Higher education, 
recognized as an essential cornerstone in the 
development of future leaders and professionals, 
has not been immune to this phenomenon, 
especially in the Latin American region [26]. 

Advanced tools, such as ChatGPT, appear to 
be the promising future of education [29-28]. 
However, their integration prompts important 
inquiries concerning ethics, discrimination, and 
privacy [25]. 

While there is positive evidence, such as the 
improvement in student motivation and 
performance through AIBO robots [3], the 
implementation of AI varies from one country to 
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another, with Argentina and Brazil leading the 
forefront [5]. 

The recent COVID-19 pandemic has catalyzed 
virtual teaching, enabling the use of AI to assess 
students' emotional states in real-time and make 
pedagogical adjustments [21-34]. Additionally, 
research focused on specific domains, including 
law [46-48], and advanced techniques like Deep 
Learning, have showcased AI's ability to predict 
academic success [49]. 

However, with these advancements, concerns 
about ethical responsibility [64], security [18], and 
gender biases [2] arise. Taheri and Aguayo [58] 
also propose a reevaluation of educational 
paradigms. Vivanco et al. [67] highlight innovations 
in AI, while Villamor [66] and Rosano and Corona 
[54] call for accountability in automated 
decision making. 

In this ever-evolving landscape, a significant 
gap remains in understanding the ethical 
challenges of AI from the perspective of university 
faculty. Gómez [26] and Leal [35] in their study 
seek to fill that void, exploring and unraveling the 
ethical implications associated with the use of tools 
like ChatGPT in higher education. 

Beyond investigating its application in specific 
areas such as journalism, mathematics, and other 
professional fields, this research endeavors to 
furnish a framework for an ethical and effective 
implementation of AI in higher education. Higher 
education serves as a pivotal force in shaping 
future leaders and professionals. 

In this scenario, the integration of AI promises 
to revolutionize teaching, personalize learning, and 
enhance administrative efficiency. However, along 
with these advantages, significant ethical 
challenges arise, including concerns about 
privacy, bias, and discrimination. 

It is imperative to understand and address 
these challenges during the integration of AI into 
the educational domain. By doing so, we not only 
optimize the educational experience with 
advanced technology but also ensure that it is 
carried out in alignment with our ethical and 
social values. 

Therefore, it is paramount to scrutinize AI in 
education, especially tools like ChatGPT, from an 
ethical and pedagogical perspective. 

1.1 Artificial Intelligence in Higher Education 

The Emergence of Artificial Intelligence (AI) has 
redefined the contemporary educational 
landscape. Amid the COVID-19 pandemic, the 
relevance of AI in the educational sphere solidified, 
assisting and enhancing learning in challenging 
contexts [56]. Notably, emerging technological 
tools such as Augmented Reality and Virtual 
Reality have transcended classrooms, finding 
relevance in cultural spaces like museums, offering 
a new dimension to the interpretation and 
understanding of heritage [13]. 

In language teaching and tutoring, natural 
language processing tools like ChatGPT are 
emerging as pioneers, expanding the spectrum of 
pedagogical possibilities [14]. González [27] 
introduces the concept of neurodidactics, a field 
that bridges neuroscience and education. This 
convergence underscores how AI, through its 
capacity to interpret and adapt to individual needs, 
has the potential to democratize and personalize 
the learning experience. 

However, with great advances come great 
responsibilities. UNESCO [62], while 
acknowledging the influence of AI, emphasizes the 
importance of personalized and efficient learning 
but also warns about inherent challenges such as 
biases and ethical implementation. Zhai [70] 
expands on this argument, asserting that tools like 
ChatGPT, though promising, require high-quality 
materials and well-prepared educators. 

García et al. [24] corroborate this perspective 
by noting that the quality of AI-backed virtual 
education can match or even surpass traditional 
education. Finally, in the university sector, AI has 
emerged as a versatile and pervasive tool. For 
example, in journalism, it is being used to train 
students in crucial skills [26]. 

Modern pedagogical techniques, such as 
Problem-Based Learning (PBL) and gamification, 
have been revolutionized with the inclusion of AI, 
demonstrating the adaptability and versatility of 
this technology in various educational 
fields [45, 35, 69]. 

1.2 ChatGPT in Higher Education 

ChatGPT, a language model developed by OpenAI 
and made available as open access, was launched 
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on November 30, 2022 [17]. This model is based 
on the GPT-3.5 architecture, with 'Chat' 
representing conversation and 'GPT' standing for 
Generative Pre-trained Transformer, highlighting 
its ability to generate coherent and contextually 
relevant text. 

The primary purpose of Artificial Intelligence is 
to enhance human understanding and elevate the 
intellectual capacity of machines, with the aim of 
achieving maximum benefit [59]. 

The impact of ChatGPT in higher education is 
evident, as demonstrated by a study conducted by 
Gao, which showed that ChatGPT has the ability to 
generate plagiarism-free research summaries, 
although human reviewers correctly identified only 
68% of them, posing challenges in the research 
review process in an AI-driven environment 
[38]. According to ChatGPT [70], it presents itself 
as a deep learning-based AI capable of generating 
text similar to humans. 

Thanks to its training on a wide variety of text 
data, it can understand and respond to various 
natural language inputs, in addition to being 
customizable for specific tasks such as answering 
questions, language translation, text generation, 
and many other activities. 

However, controversy surrounding ChatGPT 
centers on its potential use to generate text without 
requiring the necessary human effort, which could 
jeopardize students' acquisition of intellectual skills 
[23]. The launch of ChatGPT has the potential to 
impact education and research significantly. 

Despite the opportunities AI offers to transform 
teaching and assessment, it also raises concerns 
about dependency instead of learning, 
necessitating a balance between automation and 
the promotion of creativity and critical thinking [1]. 

In this context, the perceptions of teachers and 
students regarding the impact of ChatGPT are 
being explored. 

1.3 Tools and Applications of Artificial 
Intelligence in Education 

Artificial Intelligence has emerged as a 
revolutionary tool in higher education, 
transcending classroom boundaries and 
permeating various aspects of the academic 
experience. While mobile applications with AI have 
proven to be beneficial, as evidenced by Martinez 
and Rodríguez [36], their potential in the university 
context is undeniable. 

Immersive technologies, such as Virtual 
Reality, have solidified themselves as crucial tools 
in higher education, facilitating learning for 
students facing specific challenges, a fact 
supported by research like that of Rodriguez et al. 
[52]. In addition to these direct applications, 
personalized learning, especially in key areas such 
as languages and mathematics, has been 
transformed by tutoring systems and adaptive 
models [15, 37]. 

Administrative efficiency, a crucial element for 
the seamless functionating of university 
institutions, has likewise been enhanced thanks to 
AI, streamlining processes from admissions to 
academic management [47]. 

Finally, in the field of formative research, AI has 
become a catalyst, boosting the ability to analyze 
data on a large scale and facilitating discoveries in 
disciplines as diverse as medicine and engineering 
[53]. In summary, AI is not only redefining 
pedagogy in higher education but also expanding 
the possibilities and horizons of research and 
university administration. 

1.4 Practical Implications and Future Trends 

Artificial Intelligence serves as the guiding for the 
future of higher education. Projections of hybrid 
educational models, as outlined by Moreno et al. 
[39], depict a landscape where traditional 
classrooms merge with virtual environments, 
creating learning experiences tailored to the 
circumstances and individual needs of each 
student. But beyond personalized learning, AI has 
the potential to act as a sentinel, as Park [43] 

 
Fig. 1. Word cloud depicting the relevance of ChatGPT 
in university teaching 
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suggests, identifying students in vulnerable 
situations early and enabling precise and 
timely interventions. 

The educational landscape also expands into a 
holistic and continuous perspective. As noted by 
Romero and Romero [53], García [23], and Torres 
and Yucra [61], there is an expectation of 
interdisciplinary convergence, where AI acts as a 
bridge between disciplines, fostering continuous 
education that adapts to changes and demands in 
the professional and social environment. 

On the other hand, emerging tools on the 
horizon, such as brain-computer interfaces 
mentioned by Valerdi et al. [63], could not only 
change but revolutionize our relationship with 
learning, allowing us to interact in previously 
unimaginable ways with educational systems. 

Although the transformation promised by AI in 
higher education holds great promise, it is 
essential to maintain ongoing research and 
constant adaptation to these innovations. 

In doing so, we ensure not only the effective 
implementation of these tools but also that the 
guiding principle remains high-quality and relevant 
education for the benefit of future generations. 

1.5 Ethical Perspective of AI 

The integration of AI in the field of education, 
particularly in higher education, has opened up a 
promising landscape in terms of personalized 
learning and administrative efficiency. However, its 
adoption has also triggered a series of ethical 
challenges. Concerns about data privacy, 
algorithmic bias, and the autonomy of the learning 
process have emerged strongly. 

In this context, it is imperative that university 
institutions, when adopting AI-based solutions, 
balance technological innovation with a strong 
ethical commitment, thus ensuring an education 
that respects and promotes the rights and dignity 
of all involved. 

Nuveo, an emerging Brazilian startup, 
highlights the need for strong digital ethics in its 
implementation of facial recognition technologies 
in the educational domain [7]. In parallel, Bujosa [9] 
and De Asis [16] concur on the need to establish 
ethical guidelines for the integration of AI in the 
legal domain, emphasizing the urgency of 
legislating ethical-legal principles. 

Conversely, within the healthcare sector, AI has 
demonstrated revolutionary potential, from 
diagnosing heart diseases to managing biomedical 
data [20]. However, its rapid deployment in exigent 
scenarios, such as pandemics, highlights the 
imperative need for an ethical framework [12]. 

The interaction between humans and artificial 
intelligence has generated substantial discussions. 
In this regard, Leal [35] and Fernández [19] 
reaffirm the need to focus AI toward ethics and 
humanism, highlighting concepts such as 
transhumanism, bioethics, and the Charter of 
Fundamental Rights. García [25] and Hueso [31] 
emphasize the urgency of ethical governance, with 
the European Union striving to lead in this 
direction [33, 32]. 

Finally, literature, such as 'Más (que) humanos,' 
explores the potential role of AI in enhancing our 
ethical capacity, a topic subjected to rigorous 
analysis in reviews like that of Rueda [55]. 

With this background, a fundamental question 
arises: What are the ethical challenges associated 
with the use of ChatGPT from the perspective of 
university professors in Latin America? To answer 
this question, this study has the general objective 
of analyzing the ethical challenges associated with 

 
Fig. 2. Participation of teachers from Latin America and 
the Caribbean 
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the use of ChatGPT from the perspective of 
university professors in Latin America. 

Specifically, four specific objectives were 
formulated, aiming to determine data privacy and 
security, examine bias and discrimination in use, 
identify ethical concerns and responsibilities 
related to its use, and finally, determine autonomy 
and ethical decision-making in the classroom. 

These research endeavors aim to provide an in-
depth perspective on the role of ChatGPT in 
education and serve as a guide for future 
technological adaptations and implementations in 
the pedagogical field. 

The justification for this study stems from the 
urgent necessity to understand the emergence of 
Artificial Intelligence in higher education, which has 
aroused both expectations and reservations. While 
tools like ChatGPT offer innovative pedagogical 
possibilities, ethical dilemmas also arise, from data 
privacy to potential biases in teaching. 

As Latin America is rapidly adopting these 
innovations, it is crucial to understand how 
university professors in the region perceive and 
address these ethical challenges. Despite its 
relevance, there is a gap in the literature regarding 
this regional and practical perspective. 

This research seeks to bridge that gap by 
providing insights that can guide educational 
policies and practices. Ultimately, the goal is to 
ensure that the implementation of AI is conducted 
ethically and in line with educational values. In a 
world where technology and ethics converge, this 
research holds significant importance for 
education adapted to the 21st century. 

2 Methodology 

2.1 Type and Design 

The methodology implemented in this research 
sought to provide a comprehensive overview of the 

Table 1. Average ethical challenges regarding the use of ChatGPT in higher education in Latin America 

  N Mín. Max. Half Standard Deviation Variance 

E
th

ic
al

 
C

ha
lle

ng
es

 DI Privacy and data security 665 1 4 2.32 1.056 1.115 

D2 Bias and Discrimination 665 1 5 3.00 1.431 2.047 

D3 Ethics and responsibility 665 1 4 3.18 1.014 1.029 

D4 Autonomy and decision making 665 1 5 3.21 1.496 2.238 

U
se

 o
f  

C
ha

tG
P

T
 D1 Functions and applications 665 1 5 3.67 1.405 1.974 

D2 User experience 665 1 3 2.39 0.726 0.527 

D3 Efficiency and efficacy 665 1 3 2.21 0.803 0.645 

D4 Perceptions and attitudes 665 1 3 2.38 0.728 0.529 

D5 Impact 665 1 4 3.03 1.062 1.129 

 

Fig. 3. Mean of ethical challenges regarding the use of ChatGPT in higher education in Latin America 
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ethical challenges faced by university teachers in 
Latin America, particularly in the area of Artificial 
Intelligence (AI) integration in the 
educational process. 

The robust nature of the methodology used lays 
the foundation for future research and 
recommendations in this domain. The research 
adopted a mixed approach [30], amalgamating 
qualitative and quantitative techniques for data 
collection and analysis. 

This combination resulted in a richer and more 
complete interpretation of the phenomenon under 
study. With a descriptive-explanatory scope, [6] the 
research not only detailed the inherent 
characteristics of the sample, but also sought to 
understand and explain the relationships between 
the different variables. A non-experimental design 
was selected for the study, allowing the subjects to 
be observed in their natural context, without any 
external interventions. 

2.2 Subjects 

The population [11] for this study included 
university teachers belonging to the Latin 
American and Caribbean Network of Scientific 

Researchers (RED ICALC), with a specific 
inclusion of teachers from Cuba and the 
United States. 

From this large population, a sample of 665 
teachers was selected, ranging in age (from 20 to 
over 60 years old) and gender. 

The survey reveals a predominance of teachers 
from Venezuela (39.1%) and Cuba (16.1%). 
Although Colombia and Peru have similar shares, 
Ecuador is slightly ahead. Despite the influence of 
Spain and the United States, their presence is low, 
with Mexico and Bolivia contributing around 5%. 

Other Latin American countries range between 
1% and 2.1%. A stratified probability sampling 
method was adopted to ensure fair and equitable 
representation, based on illegibility criteria such as 
gender, type of institution and employment 
status [41]. 

2.3 Instruments 

The questionnaire was used as the primary 
instrument for data collection, focusing on the 
acquisition of quantitative data pertaining to the 
ethical challenges linked to AI in education. Semi-
structured interview guides [11] were used to 

Table 2. Level of knowledge of ChatGPT use by teachers' age and gender 

 
Knowledge level about ChatGPT 

Hight Medium Under No use Total 

Age 

20 - 29 años 
N 3 3 10 17 33 
% 0.5% 0.5% 1.5% 2.6% 5.0% 

30 - 39 años 
N 18 16 45 68 147 
% 2.7% 2.4% 6.8% 10.2% 22.1% 

40 - 49 años 
N 20 28 55 105 208 
% 3.0% 4.2% 8.3% 15.8% 31.3% 

50 - 59 años 
N 26 26 77 90 219 
% 3.9% 3.9% 11.6% 13.5% 32.9% 

Más de 60 años 
N 4 8 19 27 58 
% 0.6% 1.2% 2.0% 4.1% 8.7% 

Total 
N 71 81 206 307 665 
% 10.7% 12.2% 31.0% 46.2% 100.0% 

Sex 

Masculine 
N 45 49 141 215 450 
% 6.8% 7.4% 21.2% 32.3% 67.7% 

Femenine 
N 26 32 65 92 215 
% 3.9% 4.8% 9.8% 13.8% 32.3% 

Total 
N 71 81 206 307 665 
% 10.7% 12.2% 31.0% 46.2% 100.0% 
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capture qualitative data, providing a detailed 
understanding of teachers' perspectives and 
experiences of AI in education [4]. 

The instruments were subjected to a validation 
process by experts in the field (11), ensuring high 
validity. Reliability was obtained through 
Cronbach's alpha coefficient, with values of 0.89 
and 0.91 respectively. To facilitate data collection 
process, the digital tool Google Forms was utilized. 

Data were analyzed using descriptive statistics, 
highlighting measures of central tendency (mean 
and median) and dispersion (variance and 
standard deviation). These metrics provided an 
overview of trends, such as average age of 
teachers, gender distribution and type of institution. 
In addition, inferential statistics were used to infer 
about the total population from the data collected 
from the objectives. 

3 Results and Discussion 

Digital tools, in particular ChatGPT, have 
revolutionized the way teaching and learning takes 
place in the classroom. However, with the power of 
these tools come ethical responsibilities and 

concerns. These concerns not only have the 
potential to shape educators' perceptions of the 
tool, but can also influence the way they employ it. 

In Latin American university education, 
ChatGPT shows an ambivalent picture. Although 
there are concerns about privacy, with a mean of 
2.32 on a scale of 1-4, teachers remain neutral 
about bias, with an average of 3 on a scale of 1-5. 

The ethics of the tool are rated positively 
(3.18/4), but there is variability in opinions about its 
autonomy (3.21/5, standard deviation 1.496). 
Despite these reservations, teachers value the 
educational experience facilitated by ChatGPT, 
and their overall perception is favorable, predicting 
a promising future for the tool in academia. 

In today's digital age, technological tools are 
reshaping the way we educate and learn. One 
such tool, ChatGPT, has gained prominence in the 
educational sphere, being hailed for its ability to 
interact in real time and provide answers based on 
a vast knowledge base. 

However, with these emerging opportunities 
also come responsibilities and challenges. From 
the perspective of university teachers in Latin 
America, there is a need to analyze the ethical 
issues associated with its use. 

Table 3. Ethical challenges regarding the use of ChatGPT in university education 

Use of ChatGPT 

  
Efficiency of 

learning 
Reliability of 
Information 

Integration with 
Other Educational 

Resources 
Total 

  N % N % N % N % 

E
th

ic
al

 C
ha

lle
ng

es
 

Concern about 
Bias and 

Discrimination 
19 15.7% 21 12.7% 28 9.8% 78 11.7% 

Need for 
Regular Ethical 

Evaluations 
30 24.8% 37 22.4% 74 25.8% 168 25.3% 

User in Ethical 
Use 40 33.1% 63 38.2% 113 39.4% 251 37.7% 

Regulation and 
Guidelines 

32 26.4% 44 26.7% 72 25.1% 168 25.3% 

Subtotal 121 100.0% 165 100.0% 287 100.0% 665 100.0% 
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In the study we present, we address crucial 
issues related to data privacy and security, explore 
possible biases and discriminations, identify the 
main ethical concerns, and examine how these 
tools impact autonomy and decision-making in the 
context of the university classroom. 

Through this analysis, we aim to provide a 
comprehensive and critical view of the role of 
ChatGPT in Latin American higher education. In 
relation to Latin American teachers' knowledge 
levels regarding the use of ChatGPT in university 
teaching, interesting patterns emerge concerning 
gender and age. 

Regarding gender, it becomes evident that 
male teachers exhibit a higher level of familiarity 
regarding the use of ChatGPT in university 
teaching compared to female teachers. 67.7% of 
male teachers possess some level of knowledge, 
while only 32.3% of female teachers have some 
level of knowledge. 

In terms of age, a prevalent trend of higher 
knowledge can be observed among younger 
teachers. Those aged 20-29 exhibit a notably 
higher level of knowledge (3.1%) compared to 
teachers over 60 (0.6%). 

Within the middle group, ages 30-59 
demonstrate varying levels of knowledge, but in 
general, younger teachers tend to be more familiar 
with the use of ChatGPT in university teaching. 

These findings underscore the importance of 
customizing training and technology promotion 

strategies according to teachers' gender and age 
to ensure the effective adoption of ChatGPT in 
higher education. The study aimed to understand 
the perception of ChatGPT in education. A 12.8% 
perceive biases that could affect its use, while 
35.9% believe it may complicate its integration with 
other media. From an ethical perspective, 44.0% 
consider ethical evaluations essential. 

It is noteworthy that 45.0% emphasize the role 
of the educator or student in its ethical use. Finally, 
although only 11.9% believe regulations have 
direct impact on its utilization, a significant 42.9% 
view regulations as essential for integrating 
ChatGPT into education. 

The perception of biases in ChatGPT 
moderately influences its educational use, with 
12.8% feeling that it affects classes, and 35.9% 
believing it limits its integration with other media. It 
is crucial for 44.0% to conduct periodic ethical 
assessments. 45.0% emphasize the user's 
responsibility for its ethical use. 

Although only 11.9% see guidelines as 
determinants in its use, 42.9% consider them 
essential for its educational integration. Within the 
Latin American educational context, there is a 
widespread concern about biases in tools 
like ChatGPT. 

Nearly everyone (92.3%) acknowledges the 
necessity of a regulatory framework to address 
these biases. Although the importance of ethical 
reviews (45.2%) and user education (20.3%) in 

Table 4. Data privacy regarding the use of ChatGPT in university education 

  Concerns 
about bias and 
discrimination 

Need for 
regular ethical 

evaluations 

User 
perception of 
ethical usage 

Regulation and 
ethical use 
guidelines 

Total 

  N % N % N % N % N % 

D
1:

 D
at

a 
P

ri
va

cy
  

Level of 
security 68 87.2% 65 38.7% 41 16.3% 0 0.0% 174 26.2% 

Level of 
concern 
for privacy 

9 11.5% 85 50.6% 119 47.4% 17 10.1% 230 34.6% 

Level of 
user 
control 

1 1.3% 16 9.5% 80 31.9% 40 23.8% 137 20.6% 

Security 
and 
privacy 
issues 

0 0.0% 2 1.2% 11 4.4% 111 66.1% 124 18.6% 

Total 78 100.0% 168 100.0% 251 100.0% 168 100.0% 665 100.0% 
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mitigating biases is recognized, a significant 
proportion (41.4%) believes that detecting biases 
largely depends on the ethical use by the user. 

However, the greatest responsibility lies with 
the designers and administrators of these tools, 
according to 76.8% of the respondents. Upon 
analyzing the collected data, it was determined that 
68.2% of the teachers perceive ChatGPT as a 
catalyst for enhancing the quality of education, 
while 15.5% remain neutral on the matter. 
However, 16.3% feel that it has not had a 
significant impact. 

Furthermore, 82% believe that, with proper 
training, tools like ChatGPT could revolutionize 
traditional pedagogy. It is worth noting that 72.5% 
of the participants emphasized the importance of 
continuous access to updates and training on this 
technology for its optimal use in the classroom. 

Technological advancements in education have 
catapulted tools like ChatGPT to the center of the 
pedagogical debate. An overwhelming 95% of 
teachers emphasize the urgency of regulations 
addressing the impact of ChatGPT on student 
autonomy, while only 2.8% believe that students 
are already using it ethically. 

Although there is confidence in ethical use by 
educators (10%) and students (41.4%), 38.1% 
highlight the need for constant ethical 
assessments for teachers. Despite an approval 

rate of 83.3% regarding the existing regulations 
governing decision-making with ChatGPT, only 
25.5% consider that it is respected in practice, 
showing a mismatch between norms and reality. 

4 Discussion and Conclusions 

In the Latin American educational context, the 
application and perception of tools like ChatGPT 
have been the subject of scrutiny and debate. Our 
objectives were focused on understanding the 
interaction of this emerging technology with the 
involved stakeholders, breaking down its impacts, 
advantages, and challenges from pedagogical, 
technical, and ethical perspectives. 

The perception of ChatGPT in education 
highlights concerns about biases and its 
integration with other educational media. 

Despite its recognized benefits, ethical 
evaluation and educational mediation are essential 
for its optimal use. These findings align with the 
research by Flores and García [22] on ethics in 
educational AI and with Mosquera et al. [40], which 
examines the fusion of AI and ICT in 
music education. 
However, Brochado [8] presents a different angle, 
focusing on the ethical dilemmas when AI reaches 
human-level efficiency. Parga [42] emphasizes 
that AI, including tools like ChatGPT, should 

Table 5. Bias and discrimination regarding the use of ChatGPT in higher education 

  Concerns about 
bias and 

discrimination 

Need for 
regular ethical 

evaluations 

User 
perception of 
ethical usage 

Regulation 
and ethical 

use guidelines 
Total 

N % N % N % N % N % 

D
2:

 B
ia

s 
an

d
 d

is
cr

im
in

at
io

n
 Perpetuation 

of bias 72 92.3% 47 28.0% 14 5.6% 0 0.0% 133 20.0% 

Capacity to 
reduce bias 5 6.4% 76 45.2% 51 20.3% 0 0.0% 132 19.8% 

Detect 
biases 0 0.0% 42 25.0% 104 41.4% 6 3.6% 152 22.9% 

Design 
responsibility 1 1.3% 3 1.8% 62 24.7% 33 19.6% 99 14.9% 

Responsibilit
y of users 0 0.0% 0 0.0% 20 8.0% 129 76.8% 149 22.4% 

Total 78 100.0% 168 100.0% 251 100.0% 168 100.0% 665 100.0
% 
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prioritize humanism and fundamental rights. In 
summary, ChatGPT has transformative potential in 
education, but its adoption in Latin America 
requires proactively addressing ethical and 
technical concerns, emphasizing proper training 

for its implementation. Incorporating ChatGPT into 
education has brought forth ethical and 
bias concerns. 

Despite its limited adoption, there is a 
pronounced need for ongoing ethical evaluations 

Table 6. Ethics and responsibility regarding the use of ChatGPT in higher education 

  

Concerns 
about bias and 
discrimination 

Need for 
regular ethical 

evaluations 

User 
perception of 
ethical usage 

Regulation and 
ethical use 
guidelines 

Total 

N % N % N % N % N % 

D
3:

 e
th

ic
s 

an
d

 r
es

p
o

n
si

b
ili

ty
 

Ethical 
challenges 
for 
teaching 

59 75.6% 14 8.3% 0 0.0% 0 0.0% 73 11.0% 

Ethical 
user use 14 17.9% 46 27.4% 13 5.2% 0 0.0% 73 11.0% 

Ethical 
use 
guidelines 

5 6.4% 85 50.6% 86 34.3% 3 1.8% 179 26.9% 

Ethical 
use 
regulation 

0 0.0% 23 13.7% 152 60.6% 165 98.2% 340 51.1% 

Total 78 100.0% 168 100.0% 251 100.0% 168 100.0% 665 100.0% 

Table 7. Autonomy and decision-making regarding the use of ChatGPT in higher education 

  Concerns about 
bias and 

discrimination 

Need for 
regular ethical 

evaluations 

User 
perception of 
ethical usage 

Regulation 
and ethical 

use guidelines 
Total 

N % N % N % N % N % 

D
4:

 A
u

to
n

o
m

y 
an

d
 d

ec
is

io
n

 m
ak

in
g

 

Impact on 
student 
autonomy 

74 94.9% 49 29.2% 7 2.8% 0 0.0% 130 19.5% 

Freedom of 
the 
educator 

4 5.1% 64 38.1% 25 10.0% 0 0.0% 93 14.0% 

Freedom of 
the student 0 0.0% 45 26.8% 104 41.4% 6 3.6% 155 23.3% 

Freedom of 
use 0 0.0% 9 5.4% 51 20.3% 22 13.1% 82 12.3% 

ChatGPT 
compatibilit
y and 
decision 
making 

0 0.0% 1 0.6% 64 25.5% 140 83.3% 205 30.8% 

Total 78 100.0
% 168 100.0

% 251 100.0
% 168 100.0

% 665 100.0
% 
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and active user engagement to ensure its proper 
application. This perspective aligns with the study 
by Rebolledo and Abufarde [48], where 
they optimized processes through simulation, 
emphasizing the importance of 
continuous assessment. 

Tocto et al. [60] also employed AI, in this case, 
to predict student graduation, showcasing the 
analytical potential of such tools. In contrast, 
Piteira et al. [44] present a divergent perspective, 
stating that AI itself poses ethical dilemmas, 
focusing on the moral issues of "thinking" 
machines and citing research by ACM and IEEE. 

Concerns regarding biases in ChatGPT within 
the Latin American educational context 
emphasizes the necessity for both regulations and 
ethical education. This viewpoint resonates with 
Torres and Yucra [61], who identified negative 
perceptions among students towards 
virtual classes. 

Vlasova et al. [68] underscores the importance 
of preparing educators in AI usage, proposing an 
adaptive training system, highlighting the necessity 
of user training. Conversely, Solé [57] 
demonstrates a discrepancy between ethical self-
regulation and legal regulation of AI, with the US 
and the EU adopting divergent approaches. The 
variety of these approaches underscores the 
urgency of a transdisciplinary perspective to 
address ethics and regulation in AI. 

The growing demand for regulations 
surrounding technologies like ChatGPT in 
education reflects an increasing ethical 
awareness. While the community values the 
potential of these tools, it recognizes that the 
human dimension is vital. 

Rodríguez [50, 51] advocates for the 
development of sustainable AI, considering its 
environmental and cultural impact, drawing 
inspiration from ethics of responsibility and care. In 
contrast, Cantarini [10] advocates for a "poietic" 
relationship with AI, departing from linear 
paradigms and promoting symbiotic coexistence 
and technodiversity. 

Despite the differences, both research studies 
emphasize the interconnection between ethics and 
technology. Ethics and technology in education are 
inextricably linked. Guidelines should empower 
and educate users, recognizing the centrality of 
ethics and humanity in the era of AI. ChatGPT, with 

its promising educational potential, highlights the 
necessity for regulations to safeguard student 
autonomy in light of ethical concerns. Vásquez et 
al. [65] show parallel concerns in the Chilean legal 
context, highlighting challenges in implementing 
educational programs that combine artificial 
intelligence and law. 

While both of Vásquez's studies coincide in 
recognizing challenges related to technology 
adoption in conventional sectors, García [25] 
presents another dimension by discussing AI self-
programming and its unpredictable outcomes. This 
factor further underscores the urgency of 
ethical controls. 

In summary, while technology like ChatGPT 
can transform education, it is imperative to have 
regulations that ensure its ethical use, striking a 
balance between innovation and human values. 
Neglecting to effectively address these identified 
concerns could lead to an educational landscape 
characterized by biases, compromised privacy, 
and restricted student autonomy.  

While our sample is representative, it is not all-
encompassing. Perceptions and experiences may 
diverge depending on specific contexts, and our 
research may not capture all perspectives within 
the diversity of Latin American educational 
environments. It is imperative that future research 
delve into qualitative methods and explore the 
long-term impact of tools like ChatGPT, assessing 
how they influence educational outcomes and 
student well-being. 

5 Conclusion 

The incorporation of advanced tools like ChatGPT 
in Latin American university education holds 
significant potential. However, the findings reveal 
shared concerns among educators regarding 
inherent biases and ethical implications of the 
technology. While a strong demand for clear 
regulations and consistent ethical assessments is 
perceived, there is also a recognition of collective 
responsibility, both from those designing these 
tools and from end-users. Ultimately, to fully 
harness the benefits of ChatGPT, it is essential to 
balance technological innovation with ethical 
imperatives, ensuring inclusive and empowering 
education for all. 
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Abstract. Given the current social distance restrictions
across the world, most individuals now use social media
as their major medium of communication. Due to this,
millions of people suffering from mental diseases have
been isolated, and they are unable to get help in person.
They have become more reliant on online venues to
express themselves and seek advice on dealing with
their mental disorders. According to the World Health
Organization (WHO), approximately 450 million people
are affected. Mental illnesses, such as depression,
anxiety, etc., are immensely common and have affected
an individual’s physical health. Recently, Artificial
Intelligence (AI) methods have been presented to help
mental health providers, including psychiatrists and
psychologists, in decision-making based on patients’
authentic information (e.g., medical records, behavioral
data, social media utilization, etc.). AI innovations
have demonstrated predominant execution in numerous
real-world applications, broadening from computer vision
to healthcare. This study analyzed unstructured user
data on the Reddit platform and classified five common
mental illnesses: depression, anxiety, bipolar disorder,
ADHD, and PTSD. In this paper, we proposed a
Transformer model with late fusion methods to combine
the two texts (title and post) of the dataset into the
model to detect the mental disorders of individuals.
We compared the proposed models with traditional
machine learning, deep learning, and transfer learning

multi-class models. Our proposed Transformer model
with the late fusion method outperformed (F1 score
= 89.65) the state-of-the-art performance (F1 score =
89 [35]). This effort will benefit the public health system
by automating the detection process and informing
the appropriate authorities about people who need
emergency assistance.

Keywords. Mental illnesses classification, transformer,
late fusion, machine learning, deep learning, transfer
learning, Reddit.

1 Introduction

According to certain studies, mental illness can
impair a person’s physical health as well as
her/his intellect, feelings, and behavior (or all
three) [50, 32].

450 million people are affected by mental health
problems such as depression, schizophrenia,
attention-deficit hyperactivity disorder (ADHD),
autism spectrum disorder (ASD), etc. [50]. Early
diagnosis of mental illness is a fundamental step in
better understanding mental health problems and
providing care.

Mental illness is usually diagnosed based on
self-reporting by individuals in specific surveys
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Table 1. Sample instances of Reddit corpus

No. Reddit Post Label

1 all the ideas that normally disappear as soon as we reach for a writing device will be
captured and started. imagine all the projects we will begin and never finish!

ADHD

2 i know this is long and i don’t know if a lot of people will read this but i really just want
to help. i had 2 panic attacks over the end of february and first day of march. i went
to the doctor and had my blood work

Anxiety

3 for example, did you ever notice that you had manic, hypomanic, depressive, etc.
episodes? did you ever notice that sometimes you were ßad” and other times you
were ëxcessively happy”? i’m in a sticky

Bipolar

4 i just feel so trapped and i *have* to do something about it. i don’t know where i’ll go
or what i’ll do to get by. i just can’t stay here any longer.

Depression

5 this is probably going to incite a lot of disagreement, maybe even anger, but that’s
okay; i’m going to say it anyway. anyone else tired of being told that just talking about
your problems will solve your ptsd?

PTSD

6 synesthesia. what is synesthesia? according to google, ßynesthesia is a condition
in which one sense (for example, hearing) is simultaneously perceived as if by one
or more additional senses such as sight.

None

designed to diagnose specific patterns of feelings
or social interactions, in contrast to the diagnosis
of other chronic illnesses, which are based on tests
and measurements in research settings [19].

In these uncertain times, with COVID-19
torments the world, many people have indicated
clinical anxiety or depression. This could be
due to lockdown, limited social activities, higher
unemployment rates, economic depression, and
work-related fatigue.

American Foundation for Suicide Anticipation
reported that individuals encounter anxiety (53%)
and sadness (51%) more regularly now than
before COVID-19 was widespread. Within
the past decade, social media has changed
social interaction.

In addition to sharing data and news, people
share their daily activities, experiences, hopes,
emotions, etc., generating reams of data online.

This textual data provides information that can
be utilized to design systems to predict people’s
mental health. Moreover, the current limited social
interaction state has forced people to express their
thoughts on social media.

In addition, because social interaction is
currently limited, people are compelled to express

their thoughts on social media. It gives people an
open stage to share their opinions with others to
find help [35].

Studies that address mental illness primarily
utilized deep learning [42, 35] and traditional
machine learning [36, 8] models. Recently,
Transformer models [47] have gained attention with
improvements in Natural Language Processing
(NLP) [11, 16, 49] and Computer Vision (CV)
[51, 24].

In this work, we adopted the Transformer model
that is encoder part of the vanilla Transformer [47]
to encode multi text (title and post) simultaneously.
We theorize that encoding multiple texts with the
same model can improve the quality of the mental
illness problem.

We also conducted extensive experiments on
late fusion methods to merge the outputs of
the proposed model efficiently. We also applied
traditional Machine Learning (ML), Deep Learning
(DL), and Transfer Learning (TL) approaches to
compare the proposed model for automatically
detecting mental disorders in social media texts.

Used reddit.com1 user data proposed by
Murarka and Radhakrishnan [35] to determine
1https://www.reddit.com/ Last visited: 25-09-2023
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Table 2. Number of posts for each mental illness classes
in the train/dev/test datasets

Class Train Dev Test

ADHA 2,465 248 248

Anxiety 2,422 248 248

Bipolar 2,407 248 248

Depression 2,450 248 248

PTSD 2,001 248 248

None 1,982 248 248

Total 13,727 1,488 1,488

Fig. 1. Late fusion for the mental illness problem

mental illness, Table 1 represents instances of the
dataset. The rest of the paper is structured as
follows: Section 2 describes the studies on mental
illness in literature. Sectio 3 explains the problem
and gives dataset insights.

Section 4 gives details of the methodology
applied to detect mental disorders with baseline
models. Section 5 presents results and their
analysis. Section 6 concludes the paper with
possible future work.

2 Related Work

Recently, individuals have been using social media
to communicate and seek advice on mental health
issues. This has motivated researchers to take

the information and apply various NLP and ML
approaches to help individuals who may want
assistance. Initially, many researchers have
focused on Twitter text [37, 7, 10], later on the focus
has shifted on Reddit platform [25, 17, 7, 52].

A wide range of approaches has been
applied to mental health text analysis, from
traditional ML to advanced DP. ML points to
creating computational algorithms or statistical
models capable of extracting hidden patterns
from data [39, 44].

For a long time, an increasing number
of ML models have been created to analyze
healthcare data [36, 8]. Traditional ML approaches
require a significant amount of feature engineering
for ideal performance, an essential step for
most application scenarios to obtain excellent
performance and time [15].

Contextual content is created using words.
Important insights into text classification can be
gained from its structure and order [6, 2]. In the
literature, several researchers have extracted the
word n-grams to classify user content in social
media. [25] used the word n-grams to detect mental
illness from Reddit posts.

Another study [23] utilized word n-grams to
generate and evaluate artificial mental health
records for NLP. According to Coppersmith et
al. [10], they employed character-level language
models to see how probable a user with
mental health concerns would create a series
of characters.

Benton et al. [7] determined different types of
mental health disorders by applying neural MTL,
regression, and multi-layer perceptron single-task
learning (STL) models.

Abussa et al. [1] trained the Support Vector
Machines to distinguish 200 text messages into two
classes: “ADHD or not.” The most crucial step was
eliminating the acronym ADHD from the messages
before learning, and further information concerning
attention disorders was removed from the texts.

The goal was to see how well the Support
Vector Machine learns when keywords and
even semantically relevant material are
unavailable. Deep feed-forward neural network
has outperformed typical ML models in a variety of
data mining tasks [5, 3, 2, 4], and it has been used
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Fig. 2. Overview of the transformer architecture for mental illness problem

in the study of clinical and genetic data to predict
mental health disorders.

To diagnose depression, Orabi et al. [37] used
word embeddings in combination with a range of
neural network models such as CNNs and RNNs.
To conduct binary classification on mental health
textual posts, Gkotsis et al. [17] used Feed Forward
Neural Networks, CNNs, traditional ML such as
Support Vector Machine, and Linear classifiers.
Sekulic and Strube [41] detected depression,
ADHD, anxiety, and other types of mental illnesses
by training a binary classifier for each disease with
Hierarchical Attention Networks.

The most recent work on this was a CNN-based
classification model Kim et al. [25]. The team
trained a separate binary classifier for each type
of mental disorder to conduct the detection. Hu
and Sokolova [21] found the potential factors to
influence a person’s mental health during the
Covid-19 pandemic by applying ML classifiers
such as Naive Bayes (NB), Logistic Regression
(LR), Support Vector Machine (SVM), Decision
Tree (DT), Random Forest (RF), and Gradient
Boosting (GB).

They have also presented an analysis of the
feature selection technique called LIME (Local,

Interpretable Model-agnostic Explanations) [40].
In a recent study, Shatte et al. [42] applied ML
techniques to the mental health domain.

They reviewed the literature using four key
application domains—detection and diagnosis,
prognosis, treatment and support, public
health applications, and research and clinical
administration. Another research examined
the recently developed field of DL methods
in psychiatry. They concentrated on DL and
integrated statistical ML correlations with
semantically interpretable computer models of
brain dynamics or behaviour [14].

A variety of cutting-edge NN models were
employed in DL-based methods. Shared task
CLPsych2 series played a significant part in
developing mental health detection. CNN, RNN,
LSTM, and BiLSTM were found to be the most
commonly applied models.

In today’s research world, TL is extremely
important. Researchers attempt to acquire greater
accuracy and performance in several research
studies by using several types of transformers.
Murarka et al. [35] examined three approaches
for identifying and diagnosing mental illness

2clpsych.org/ Last visited: 25-09-2023
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Table 3. Parameter settings of models

HyperParameter CNN LSTM BiLSTM Transformer

learning rate 1e− 5 1e− 5 1e− 5 1e− 5

batch size 16 16 16 16

# of LSTM layers - 1 1 -

hidden units - 250 250 250

dropout 0.1 0.2 0.2 0.2

# of Kernel 2 (3,4) - - -

# of layers - - - 2

# of hidden - - - 2

d model - - - 2

dropout - - - 0.2

heads - - - 2

Table 4. Results with late fusion methods

Method Precision Recall F1 score

Concatenation 89.86 89.58 89.65

Average 88.06 87.70 87.78

Weighted Average 86.68 85.69 85.85

Maximum 87.81 87.50 87.60

Minimum 88.04 87.84 87.86

on the Reddit dataset, including LSTM, BERT,
and RoBERTa.

RoBERTa outperformed the other two methods.
Dhanalaxmi et al. [12] employed RoBERTa to
categorize COVID-19-related informative tweets,
and their method yielded the best results. Mathur
et al. [33] applied LSTM with an attention
mechanism to estimate suicidal intent using
temporal psycholinguistics.

Shickel et al. [43] utilized a deep transfer
learning model to predict emotional valence in
mental health text and achieved the highest
performance with BERT. Moreover, they claimed
that in automatic mental health systems, where
labeled data is frequently scarce, recent
transfer learning algorithms should become a
crucial component.

Du et al. [13] looked at approaches for
identifying suicide-related psychiatric stresses
in Twitter data using deep learning-based
approaches and a transfer learning approach
that uses an existing clinical text annotation
dataset. They demonstrated the advantages of

deep learning-based techniques compared to
conventional machine learning algorithms.

Additionally, it was discovered that the
transfer learning technique might potentially
reduce annotation work and further improve
performance. To automatically detect public
opinions, behavioral intentions, and attitudes
concerning COVID-19 vaccinations from Tweets,
Cagliero and Garza [29] used transfer learning
with a pre-trained BERT model.

They showed that transfer learning models
outperformed traditional machine learning models.
To summarize, ML and DL techniques have
been used in health care problems as efficient
methods using text on social media platforms
due to their ability to outperform naive learning
models significantly [9].

Motivated by these models, we proposed a
Transformer model with late fusion methods to
combine the title and post of the dataset into the
model to detect the mental disorders of individuals.
To the best of our knowledge, none of the prior
studies have applied the Transformer model with
late fusion models for the mental illness problem.

3 Problem Description and Dataset

3.1 Mental Illness Problem

Mental illness problem is a multi-class
classification problem where a given text is
classified into one of the six following mental
disorder classes:

– ADHD: A mental condition that impairs your
ability to focus, maintain stillness, and control
your actions (common in children)3.

– Anxiety: A feeling of uneasiness, fear,
and dread4.

3www.cdc.gov/ncbddd/adhd/facts.html Last visited:
125-09-2023

4/medlineplus.gov/anxiety.html\#:∼:text=Anxiety\%20is\
%20a\%20feeling\%20of,before\%20making\%20an\
%20important\%20decision Last visited: 25-09-2023
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Table 5. Confusion matrix of the transformer model with concatenation late fusion method

Predicted

ADHD Anxiety Bipolar Depression PTSD None

True

ADHD 224 10 5 6 3 0

Anxiety 1 222 1 19 5 0

Bipolar 9 8 211 16 3 1

Depression 3 8 12 219 6 0

PTSD 0 19 9 7 213 0

None 0 1 1 1 1 244

– Bipolar: Extreme mood swings, including
emotional highs and lows, are a symptom of a
mental health issue 5.

– Depression: A widespread and significant
medical condition that has a negative impact on
how someone feels, thinks, and acts6.

– PTSD: A condition that some people experience
after going through a stressful, terrifying, or
deadly experience7.

– None: No mental illness.

3.2 Dataset

Murarka et al. [35] developed a benchmark
multi-class dataset from the Reddit social media
platform for mental illness detection.

The dataset comprises a total of 16, 703 posts.
The dataset was further divided into training,
development, and test sets.

Table 2 presents the number of posts for each
mental illness class.

5www.mayoclinic.org/diseases-conditions/bipolar-disorder/
symptoms-causes/syc-20355955 Last visited: 25-09-2023.

6www.psychiatry.org/patients-families/depression/
what-is-depression Last visited: 25-09-2023.

7www.nimh.nih.gov/health/topics/post-traumatic-stress-disorder\
\-ptsd\#:∼:text=Post\%2Dtraumatic\%20stress\
%20disorder\%20(PTSD,danger\%20or\%20to\%20avoid\
%20it. Last visited: 25-09-2023.

4 Model

4.1 Transformer Model

Transformer model [47] is gaining interest due
to state-of-the-art performance in NLP tasks
such as machine translation [48, 30], and
sequence tagging [46, 20]. The Transformer
model comprises encoder-decoder architectures
that process sequential data in parallel without a
recurrent network.

Instead of paying attention to the last state of
the encoder, as is common with RNNs, the encoder
architecture in Transformer extracts information
from the whole sequence. This allows the decoder
to assign greater weight to a certain input element
for each output element.

In this study, we proposed Transformer models
based on the vanilla Transformer proposed by
Vaswani et al. [47] and used the encoder module
of the Transformer to perform classification by
mapping the data to the mental illness classes. The
architecture of the Transformer model is shown in
Figure 2.

Let S = {Xi,Wi,mi}Ti=1 denote a set of
T samples, where Xi is a title, Wi is a
post. mi is the corresponding mental illness
class (adhd, anxiety, bipolar, depression, ptsd,
none). The words {w1,w2, · · · ,wn} for a text,
which can be title or post, are mapped to
the corresponding embeddings in the embedding
layer, and the positional information Epos is
encoded and appended to the text representation
and fed into the encoder layer, which consists
L identical layers. The classification layer is a

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 451–464
doi: 10.13053/CyS-28-2-4873

Muhammad Arif, Iqra Ameer, Necva Bölücü, et al.456

ISSN 2007-9737



Table 6. Results of the proposed model with
baseline models

Model F1 Precision Recall

Transformer 89.65 89.86 89.58

Classical Machine Learning

ML Algorithm F1 Precision Recall

LinearSVC 77.18 77.66 77.15

LR 77.87 78.24 77.89

NB 66.49 72.18 66.73

RF 70.85 72.46 70.50

Deep Learning

DL Algorithm F1 Precision Recall

CNN 81.64 82.84 82.65

LSTM 83.73 84.10 83.60

BiLSTM 83.84 84.06 83.74

Transfer Learning

TL Algorithm F1 Precision Recall

BERT 80.82 80.87 80.85

AlBERT 80.45 80.90 80.38

RoBERTa 84.41 85.10 84.41

State-of-the-Art

Method F1 Precision Recall

RoBERTa 89 89 89

softmax layer that takes the average of the last
transformer encoder layer o and multiplies the
corresponding weights to get classification:

ŝ = softmax(W × o+ b), (1)

where ŝ is the predicted result through the model,
W is the weighted matrix, and b is the bias.

How do title and post contribute to the
predictions? Over the years, various fusion
techniques (e.g., early fusion or late fusion)
have been developed for prediction in computer
vision [22, 18] and NLP tasks [45, 34].

Since there are two parts for each instance (title
and post), we also applied late fusion combining
the outputs of each model at the classification
layer. Moreover, we tried various combinations
of methods in experimental settings (e.g.,

concatenation, average, maximum, minimum,
weighted average).

4.2 Baseline Models

Since the mental illness dataset used in this study
is relatively new, we applied ML, DL, and TL
algorithms to get baseline scores. The models are
summarised as follows:

– Machine Learning Classifiers: We applied
four different ML classifiers, including Random
Forest, Linear Support Vector Machine,
Multinomial Naive Bayes, and Logistic
Regression using sckit-learn library8.

– Deep Learning Methods: We applied base
DL models: LSTM, BiLSTM, and CNN. The
pre-trained embeddings were used as the input
layer, and the softmax layer as the output layer
of the models.

– Transfer Learning Methods:
Transformer-based pre-trained language models
(PLMs) such as BERT [11], RoBERTa [31],
AlBERT [27] have shown state-of-art
performance in many down-stream NLP tasks.
The PLMs used in NLP problems, called transfer
learning models, yielded top results in various
NLP tasks without critical task-specific design
changes [28, 11]. We employed the BERT,
AlBERT, and RoBERTa models in this study.

5 Results and Analysis

5.1 Experimental Setting

We implemented the proposed DL and TL models
using the PyTorch library [38]. The Adam
optimizer [26] was used with an epsilon value of
1e − 8 and the default max grad norm. We used
early stopping with 5 patience.

We utilized pre-trained language models
(BERT [11], RoBERTa [31], etc.) to convert words
into embeddings. To tokenize the words, we set
the maximum length 35 and 512 for the title and
post, respectively, for all pre-trained language
models (BERT, RoBERTa, etc.).
8scikit-learn.org/ Last visited: 125-09-2023.
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Table 7. Results of the proposed model with baseline models

Title Post

Model F1 Precision Recall F1 Precision Recall

Transformer 70.09 70.46 70.09 83.63 83.90 83.53

ML Algorithms F1 Precision Recall F1 Precision Recall

Classical Machine Learning

LinearSVC 65.48 65.78 65.52 77.18 77.66 77.15

LR 65.37 66 65.52 77.87 78.24 77.89

NB 62.46 68.56 62.37 66.49 72.18 66.73

RF 61.63 62.02 61.63 70.85 72.46 70.50

Deep Learning

DL Algorithm F1 Precision Recall F1 Precision Recall

CNN 69.94 70.85 69.76 81.64 82.84 82.65

LSTM 71.46 72.07 71.44 83.73 84.10 83.60

BiLSTM 70.12 70.65 69.89 83.84 84.06 83.74

Transfer Learning

DL Algorithm F1 Precision Recall F1 Precision Recall

BERT 70.06 70.29 69.96 80.82 80.87 80.85

AlBERT 67.37 67.58 67.34 80.45 80.90 80.38

RoBERTa 70.68 71.27 70.56 84.41 85.10 84.41

For TL models, we added an output layer with
a softmax function for training and set the learning
rate to 1e− 5 and the batch size to 16.

In ML models, the number of features in each
experiment was set to 1,000, i.e., we used the
n-grams with the highest TF-IDF values. For the
combination of word n-grams, the length of N was
minimum = 1 and maximum = 3.

Since the dataset was already pre-processed
by eliminating URLs or usernames containing
sensitive material, we did not apply any
pre-processing techniques before classification.
We fine-tuned the models using the development
set of the dataset.

Table 3 shows the parameter settings of DL and
the proposed transformer models. We evaluated
the models using the following three metrics: micro
precision, micro recall, and micro F1-Score.

5.2 Main Results

Table 6 presents the proposed models’ results
and comparison with baseline models. In this
Table, “ML Algorithms” indicates traditional ML
algorithms. The “LinearSVC” indicates Linear
Support Vector Classifier, “LR” indicates Logistic
Regression, “NB” indicates Naive Bayes, and “RF”
indicates Random Forest classifier.

The “DL Algorithms” indicates DL algorithms
used in this study, such as CNN, LSTM, and
BiLSTM. The “TL Algorithms” refer to pre-trained
TL algorithms applied to evaluate Reddit corpus,
i.e., BERT, XLNet, AlBERT, and RoBERTa. Using
traditional ML algorithms, overall, best results (F1
= 77.87) are obtained using a combination of word
n-grams when the length of N was minimum =
1, maximum = 3 with the Logistic Regression
model. This shows that combinations of word
grams (length of N = 1-3) were the most suitable
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Table 8. Class-wise results

Title Post Title + Post

Class Precision Recall F1 Score Precision Recall F1 Score Precision Recall F1 Score

ADHD 68 77 72 85 87 86 95 90 92

Anxiety 60 69 64 72 83 77 83 90 86

Bipolar 64 55 59 82 78 80 88 85 87

Depression 69 65 67 80 77 78 82 88 85

PTSD 67 65 66 86 83 84 82 88 85

None 95 90 92 98 94 96 82 88 85

features when we trained the model on the Reddit
social media platform.

In DL models, the overall best results are
achieved with BiLSTM (F1 = 83.84), which shows
that DL models are suitable for detecting mental
illness. Additionally, DL results are almost similar
to the results of TL models.

Since RoBERTa pre-trained model in TL
methods yielded the best results, we used
RoBERTa pre-trained embeddings as the input
layer of the DL models (CNN, LSTM, and BiLSTM)
and the proposed Transformer model.

The state-of-the-art RoBERTa [35] model was
trained on title + post text, which is different
from our RoBERTa model as we trained it on
posts only. Among the baseline models (ML, DL,
and TL), RoBERTa outperformed the traditional
ML and DL models with an F1 score of 84.41
on this challenging multi-class mental illness
detection problem.

Overall, we obtained the highest score
with the proposed Transformer model with
the concatenation late fusion method (F1 =
89.65). Our proposed model outperformed the
state-of-the-art RoBERTa [35] model (F1 = 89).

Table 5 shows the confusion matrix of
the proposed Transformer model with the
concatenation late fusion method. The model is
good at predicting non-illness samples. However,
it confuses at prediction of the classes anxiety,
bipolar, depression, and ptsd.

The terms Depression and Anxiety are
presented in data instances of the ADHD and PTSD

classes more than these class themselves. One

could expect poor outcomes due to this, but these
classes outperformed all others.

This exhibits the actual potential of our
approach since it does not depend solely on the
mention of class names in the post but also has a
deep awareness of the post’s context.

5.3 Data

To understand the impact of the dataset comprising
titles and posts, we performed experiments
with the proposed Transformer and the baseline
models using title and post separately. Table 7
represented the F1, Precision, and Recall scores
of Transformer, traditional ML, and DL models.

We obtained the best results with the posts
(F1 = 84.41). We analyzed that the length of the
titles in the dataset is shorter than the posts, which
indicates that they are not informative enough.
Therefore, we can say that the length of the text
is important for the models, especially for the DL.

To understand the impact of the methods,
Table 8 presented the class-wise results of the
Transformer using the title and post separately and
concatenating them.

We performed experiments using the proposed
Transformer model to get insights on the class-wise
performance of our proposed Transformer model
on titles and post text separately and by combining
them. The Transformer model obtained a 0.96 F1
score for none class on posts only, which shows
that this proposed model will suffer from minimum
false positives in detecting mental illness on social
media text. The Transformer model using title
and post together increased the F1 score of each
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Table 9. Class-wise results of late fusion methods

ADHD Anxiety Bipolar Depression PTSD None

Concatenation
Precision

Recall
F1

95 83 88 82 92 100

90 90 85 88 86 98

92 86 87 85 89 99

Average
Precision

Recall
F1

94 82 86 78 92 98

90 87 83 86 82 97

92 85 84 82 87 97

Weighted Average
Precision

Recall
F1

94 69 88 83 88 98

84 91 82 77 84 97

89 79 85 80 86 97

Maximum
Precision

Recall
F1

94 81 81 80 90 100

89 86 86 83 84 97

92 84 84 82 87 98

Minimum
Precision

Recall
F1

92 81 87 81 89 98

92 86 81 88 82 98

92 84 84 84 86 98

mental illness class. However, the performance of
none class decreased compared to other models
(Transformer for title and post separately).

The best performing class among the mental
disorders was adhd, while the performance of the
other classes was similar. This shows that the
model significantly fits the dataset. The training
dataset contains fewer samples of ptsd class, and
despite this, the F1 score of ptsd class was not
dropped. The class-wise results were very similar
to the RoBERTa [35] model except for the none

class. Their model performed well on none class.

5.4 Late Fusion

To extend the impact of the data on the problem,
we applied late fusion (Figure 1). The results of the
methods used in late fusion are shown in Table 4.
We used RoBERTa [31] pre-trained embeddings
in the models with the same parameters for each
model (See Table 3 for hyperparameter settings of
the models).

The results showed that all methods improved
the results compared to the Transformer model
using only one input (title or post). We achieved the

highest score (F1 = 89.65) by concatenation fusion
methods. Table 9 presents the class-wise results
of the Transformer model with late fusion methods.

It can be observed that the late fusion method
of concatenation performed better on all classes
than other methods. Moreover, there is not much
difference in the performances of the late fusion
methods. It can be inferred that the method can
be used for datasets containing two or more texts
to increase performance.

6 Conclusion

The present Covid-19 outbreak and globally
forced isolation were our primary motivations for
multi-class mental illness detection efforts. We
believe that social media platforms have become
the most widely used communication medium for
individuals, allowing them to express themselves
without fear of judgment.

We applied the Transformer model with fusion
methods and state-of-the-art traditional ML, DL,
and TL-based methods for multi-class mental
illness detection problem. The best results (see
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Table 4) were obtained with the Transformer
model with concatenation late fusion method
(F1 score = 89.65).

In the future, we plan to develop a multi-label
mental illness dataset, which would be more
reflective of the situation than a multi-class dataset,
as a post can have more than one mental
disease instead of one per post, i.e., depression
and anxiety.

We can also use the data augmentation
technique on top of existing mental health
data [35]. Moreover, we plan to apply other
TL-based models, such as DistilBERT, in the
future. An ensemble modeling would also be
considered to improve classification performance.
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Abstract. Density-Based Spatial Clustering of 
Applications with Noise (DBSCAN) is one of the most 
important data clustering algorithms. Its importance lies 
in the fact that it can recognize clusters of arbitrary 
shapes and is not affected by noise in the data. To 
identify clusters, DBSCAN needs to specify two 
parameters: the parameter Eps, representing the radius 
of the circle to identify the neighborhood of each 
observation. The second parameter of DBSCAN is 
minpts, which represents the minimum size of the 
neighborhood for a point to be a seed in a cluster and 
not a noise. However, the task of determining the 
adequate value of Eps parameter is not easy and 
represents a major issue when applying DBSCAN since 
the accuracy of this algorithm highly depends on the 
values of its parameters. In this paper, we present a new 
version of DBSCAN where we need only to specify the 
minpts parameter, then we use k-nearest neighbors 
(kNN) algorithm to calculate the value of Eps 
automatically for every point in the data. This technique 
not only reduces the number of parameters by 
eliminating Eps which has been very difficult to 
determine, but also gives DBSCAN the ability to detect 
clusters with heterogeneous density. The experimental 
results show that the proposed method is more efficient 
and more accurate than the original DBSCAN algorithm. 

Keywords. Data mining, clustering, density-based 
algorithms, DBSCAN algorithm, eps parameter, 
k- nearest neighbors. 

1 Introduction 

Over the last decades, unsupervised classification, 
or more precisely data clustering, has become one 
of the most important techniques in machine 
learning. This technique allows to identify 
significant patterns in the dataset based on their 
similarity in order to better understand them and 
make more accurate predictions. 

It consists in grouping unlabeled objects of a 
dataset in subgroups called clusters. objects in 
each cluster should be as similar as possible to 
each other and as dissimilar as possible to 
members of other clusters. 

The clustering technique has applications in 
many areas of the real world. for example, 
astronomy [1], biology [2], engineering [3], 
computer science [4], marketing [5], insurance [6], 
medicine [7], etc. In the literature, many clustering 
methods and algorithms have been proposed. 
They can be grouped into four categories. 

– Partitioning methods where objects are divided 
into k distinct groups so that the objects in each 
group are as close as possible to the center of 
its group and as far away as possible from the 
centers of the other groups. 

– The typical examples of this category are k-
means [8] and k-median [9]. 
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– Hierarchical methods are types of approaches 
where we start with one element in each 
cluster, then we merge iteratively the two most 
similar clusters until only one is left like in 
SLINK [10], or conversely, we start with one 
cluster and split it until each element has its 
own cluster like in CLINK [11]. In this type of 
clustering, it is necessary to provide another 
method or way to determine at what level to 
stop the merge or división process. 

– Model-based methods: In this category, the 
cluster is seen as a distribution in a mixture of 
distributions (e.g., gaussian mixture) and the 
objective of clustering is to find the original 
models that generate these distributions. such 
as the work proposed in [12]. 

– Density-based methods: in this type of 
clustering, the cluster is seen as a set of 
high-density objects separated by low-
density objects. 

– Algorithms of this type can easily identify 
clusters of arbitrary shape as they can also 
handle noise and outliers in the data. The two 
best known algorithms in this family are 
DBSCAN [13] and OPTICS [14]. 

DBSCAN Density-Based Spatial Clustering of 
Applications with Noise is a density-based 
clustering algorithm that can identify clusters of 
arbitrary shapes and is not affected by noise in 
the data. 

However, DBSCAN has two drawbacks: to 
identify clusters, it needs two parameters, Eps and 
minpts, which are very difficult to specify, and its 
inability to detect clusters with heterogeneous 
density. In this article, we present a new version of 
DBSCAN which can identify clusters of arbitrary 
shapes with heterogeneous density, and which 
only requires the specification of the minpts 
parameter. the algorithm then uses the k-nearest 
neighbors (kNN) algorithm to automatically 
calculate Eps for all points in the data. 

The rest of this paper is organized as follows: In 
section 2, we present the basic concept of 
DBSCAN algorithm. Then, some variants of 
DBSCAN algorithm are explained in section 3. 
Section 4 is devoted to presenting our approach in 
detail. To show the performance of our method, 
section 5 gives some results of the application of 
our method on different datasets well known in the 

clustering world. Finally, section 6 concludes the 
paper and gives some perspectives. 

2 DBSCAN Algorithm 

DBSCAN (Density-Based Spatial Clustering of 
Applications with Noise) is a density-based 
clustering algorithm, that can identify clusters with 
arbitrary shapes and different sizes. Unlike k-
means, clusters are not necessarily spheroidal and 
there is no need to know the number of clusters 
in advance. 

Clusters are formed by the identifying points 
that are density-connected. The algorithm uses 
two parameters, minpts and eps, to define density 
in data. It can identify three types of points: core 
points, border points, and noise points [13], which 
make it more suitable for processing noisy. To 
assign a point to a cluster, the point must have at 
least minpts in its radius neighborhood (eps), in 
this case, we call it core point. 

Or, the point is within the radius neighborhood 
of another core point, in this case, we call it border 
point. Otherwise, it will be considered a noise point. 
The original DBSCAN algorithm is 
presented below. 

Algorithm 1 DBSCAN algorithm 
Input: X: dataset, 

minpts: minimum points, 
Eps: maximum distance 

Output: Labels 
1. Find sets of points within the epsilon neighborhood 

of each point in X. 
2. Select the first unclassified point 

a. If the number of neighbors is less than minpts, 
then label the point as a noise point. Go to step 2. 

b. Otherwise, label the current point as a core point 
belonging to cluster C. and insert all neighbors 
into queue. 

3. Iterate over all unclassified points in the queue 
a. If the current point is labeled as noise or the 

number of neighbors is less than minpts, than label 
the current point as a border point belonging to C 
cluster 

b. Otherwise, label the current point as a core point 
belonging to cluster C. and add all its neighbors 
into the queue. 

4. Select the next unclassified point in X, and increase 
the cluster count by 1. 

5. Repeat steps 2–4 until all points in X are labeled. 
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To identify clusters, DBSCAN depends heavily 
on the parameter eps, which represents the 
maximum distance to search for neighbors. 

In addition to being difficult to guess, using a 
global value for eps can lead DBSCAN to not find 
the right clusters, especially when data have 
clusters with different densities. 

When taking eps with small values, low density 
clusters may be considered as noise. However, if 
eps take a large value, DBSCAN will merge high 
density clusters. 

3 Related Work 

Recent research has been focused on using a 
single parameter with the widely used clustering 
algorithm, DBSCAN, to reduce the complexity 
associated with parameter tuning while 
maintaining high-quality clustering results. 

Various papers have proposed different 
approaches for using a single parameter with 
DBSCAN, and this approach has gained attention 
from the research community. In this section, the 

recent papers that explore these approaches and 
their potential to achieve high-quality clustering 
results will be reviewed and discussed. 

A. Bryant and K. Cios [15] have developed a 
new clustering algorithm called RNN-DBSCAN, 
which estimates observation density using reverse 
nearest neighbor counts and employs a DBSCAN-
like approach based on k-nearest neighbor graph 
traversals through dense observations. 

This algorithm offers two significant benefits: it 
reduces problem complexity to a single parameter 
and enhances the ability to handle large variations 
in cluster density. However, it may not be effective 
in distinguishing adjacent clusters with different 
densities, which could limit its usefulness in 
some situations. 

Hu et al. [16] proposed a new density-based 
clustering algorithm called KR-DBSCAN. The 
algorithm is based on the reverse nearest neighbor 
and influence space. KR-DBSCAN distinguishes 
adjacent clusters with different densities, reduces 
computational load, and identifies boundary 
objects and noise objects. 

The algorithm defines a new cluster expansion 
condition using the reverse nearest neighborhood 
and its influence space and adds core objects to 
the cluster by breadth-first traversal. 

However, KR-DBSCAN is more complex than 
standard DBSCAN due to the use of influence 
space, which can lead to higher computational cost 
for large databases. In addition to these 
approaches, other papers have proposed novel 
mechanisms to find the best value of epsilon for a 
given dataset. 

For instance, the Multi-verse optimizer MVO 
algorithm [17] was used to find the Eps interval 
corresponding to the highest accuracy of 
DBSCAN. The AE-DBSCAN algorithm [18] uses 
the first slope, which is greater than the mean plus 
standard deviation of all non-zero slopes, as Eps. 

AutoEpsDBSCAN [19] uses the kdist graph to 
select several values of the Eps parameter for 
different densities in the dataset before applying 
traditional DBSCAN. Overall, the research 
reviewed in this section indicates that using a 
single parameter with DBSCAN can be a promising 
alternative to the traditional two-parameter 
approach for DBSCAN. 

Different approaches have been proposed, 
each with its strengths and limitations, and the 

 

Fig. 1. Example to illustrate the results obtained by 
applying formula 1 
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choice of the appropriate approach depends on the 
characteristics of the dataset and the desired 
clustering quality and efficiency. 

4 Modified DBSCAN 

In this section, we explain our proposed algorithm, 
which can be carried out in two steps. In the first 
step, the eps values are automatically computed 
for every point in the data. To do this, we calculate 
the k-distances of all its k nearest points and then, 
we calculate the average according to the 
following formula: 

������ =  1

  � 
������     �� ∈ �����, (1) 

where i is the point, whose eps will be calculated, 
k is the number of points in a neighborhood of i, in 
DBSCAN algorithm k is called minpts, N(i) is the 
set of nearest neighbors of the point i, and kdist is 
the function that calculates the distance between a 
point j and its kth nearest neighbor. 

The second step is to use DBSCAN to find 
clusters using eps computed in the first step.For a 
better understanding, the following example 
illustrates the results obtained by applying formula 
1 to a simple mono-dimensional dataset of 
four points. 

Fig 1.a shows the circles corresponding to the 
kth nearest neighbors for each point, here k=3, and 
Fig 1.b shows circles whose radius are equal to the 
average k-distance of their k nearest neighbors 
(formula 1). 

We can see that radius of the point "x" is 
extended to be core point, while the radius of the 
other three points have been reduced to get fewer 

points in their neighborhoods (less than k), making 
the point "w" and the point "y" borders points 
because they fall within the neighborhood of "x" 
and make "z" as noise point. 

Algorithm 3 Our DBSCAN algorithm 

Input: X: Dataset, 
 N: Set of neighbors, 
 minpts: minimum points. 

Output: Labels 

� = 0 

for each observation ��  in � 

Select the next unclassified point in � 

if |�����| < minpts 

Mark ��  as noise. 

Go to the next observation in � 

end if 
� = � + 1 // start a new cluster 

Mark �� as a core point belonging to cluster � 

Insert �����, neighbors of ��, into queue � 

while � is not empty 

Select qi the next unclassified point in � 

if �� is marked as noise or |�����| < minpts 

Mark �� as a border point belonging to 
cluster �. 

else 
Mark �� as a core point belonging to 
cluster �. 

Insert �����, neighbors of qi, into queue �. 

end if 
end while 

end for 

5 Experimental Evaluation 

In the previous section, we presented a novel 
version of the DBSCAN algorithm that utilizes only 
the 'minPts' parameter for clustering. 

In this section, we aim to provide empirical 
evidence of the effectiveness of our new algorithm 
by conducting a comparative analysis with the 
original DBSCAN algorithm, which uses 
two parameters. 

To assess the effectiveness of our proposed 
algorithm, we utilized three synthetic 2-D datasets 
of different shapes and different densities. The first 
dataset, named 'Compound', comprises 399 points 
divided into six clusters with varying densities, 

Algorithm 2 Computing eps and set of neighbors 

Input: X: Dataset, k: minimum points. 

Output:  eps,N:set of neighbors of each point in X 

 Calculate k-distance values of all points in X 

for each observation xi in X 

Calculate eps(xi),theaverage k-distance of k 
nearest neighbors  of xi. 

Find N(xi), set of neighbors of xi within eps(xi) 

Mark xi as unclassified 

end for 
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posing a challenge to accurate clustering. The 
second dataset, 'asymmetric', is composed of 1000 
points divided into five clusters. 

The third dataset, ‘hard’, includes 1500 points 
divided into three clusters of different densities. 

Figure 2 displays the clustering results of the 
first dataset, where our method successfully 
identified 6 distinct clusters with only 38 data points 
labeled as noise. In contrast, the original DBSCAN 
algorithm detected only 5 clusters and classified 
the sixth cluster as noise, resulting in 96 
noise points. 

Figure 3 illustrates the clustering results 
obtained by two algorithms. our algorithm 
successfully identified five distinct clusters with 27 
points labeled as noise. On the other hand, the 
original DBSCAN algorithm could barely detect five 
clusters with 225 points marked as noise. 

If we increase the value of epsilon, it will merge 
the two groups in the upper left, while decreasing 
the value of epsilon will classify the group in the 
upper right as noise. 

In reference to the hard database shown in 
Figure 4, it is not possible to determine a suitable 
value for the parameter eps that would allow us to 
identify the three clusters using the original 
DBSCAN algorithm. 

This is because the algorithm relies on a fixed 
global value for eps, whereas our modified 
algorithm was able to successfully detect the three 
distinct clusters with only 30 points labeled 
as noise. 

To further assess the effectiveness of our 
approach, we conducted experiments on widely-
used datasets such as iris and seed. Since these 
datasets come with true labels, we were able to 
measure the accuracy of our method and compare 
it with that of the original DBSCAN algorithm. 

Table 1 provides a summary of the results we 
obtained. As per the data presented in Table 1, it 
is evident that the proposed method exhibits better 
performance than the traditional DBSCAN 
algorithm on the iris and seed datasets. For the iris 
dataset, our DBSCAN algorithm achieved an 
accuracy of 0.86 compared to 0.67 with the 
traditional DBSCAN algorithm. 

Additionally, our algorithm was able to detect 
three clusters with 17 noise points compared to two 
clusters with no noise points in the 
traditional algorithm. 

 

(a) 

 

(b) 

Fig. 2. Our-DBSCAN (a) and DBSCAN (b) clustering 
results for the compound dataset 

 

(a) 

 

(b) 

Fig. 3. Our-DBSCAN (a) and DBSCAN (b) clustering 
results for the asymmetric dataset 
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This indicates that our algorithm is better at 
detecting the underlying structure in the iris dataset 
and is able to handle noisy data more effectively. 

Similarly, for the seed dataset, our algorithm 
achieved an accuracy of 0.8048 compared to 
0.5905 with the traditional DBSCAN algorithm. Our 

algorithm was also able to detect five clusters with 
only 15 noise points compared to three clusters 
with 81 noise points in the traditional algorithm. 

This again shows that our algorithm is more 
robust and accurate in detecting the underlying 
structure in the data and is more effective in 
dealing with noisy data. Furthermore, our algorithm 
achieved a higher accuracy on both datasets even 
though the traditional algorithm achieved higher 
NMI on the iris dataset. 

This suggests that our algorithm is more 
effective at finding meaningful clusters rather than 
just maximizing the agreement with the ground 
truth. Overall, the results suggest that the 
proposed DBSCAN algorithm is superior to the 
traditional DBSCAN algorithm in terms of 
accuracy, the number of clusters detected, and 
handling noisy data. 

6 Conclusion 

DBSCAN is a density-based clustering algorithm 
that can find clusters of arbitrary shapes and sizes. 
To discover the clusters, the algorithm depends on 
two parameters, minpts and eps. The problem with 
eps is that it is difficult to determine its value and 
takes a single global value for all data, which does 
not allow DBSCAN to discover clusters of 
different densities. 

To solve these two problems, we proposed in 
this paper a new version of DBSCAN that can 
determine the eps value automatically and locally 
for each observation in the data. Experimental 
results show that this new version of DBSCAN can 
help identify good quality clusters. 

As a perspective, we will try to figure out how to 
automatically determine the minpts value from the 
data, so that the algorithm will be completely 
parameter free. 
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Abstract. As the world becomes more digitalized,
the potential for attacks increases, therefore, effective
techniques for intrusion detection on network are
needed. In this study, the authors propose a two
steps approach. First, the Correlation-based Features
Selection as a feature evaluator based on Particle
Swarm Optimization is used to select the relevant
features. This evaluator is compared with other
evaluators. Second, the Random Forest algorithm is
used to classify attacks in a network. A comparative
study is also performed conducted with different
classifiers such as Naı̈ve Bayes, Stochastic Gradient
Descent, Deep Learning, k-Nearest Neighbors and
Support Vector Machine. Experiments were conducted
on the NSL-KDD database and the results show
an efficiency of 98.78% for binary classification.
The performance results obtained show that the
proposed technique performs better than other
competing techniques.

Keywords. Classification, feature selection, intrusion
detection system, machine learning, NSL-KDD data set,
particle swarm optimization, random forest.

1 Introduction

Nowadays, the Internet has sparked a great
technological revolution in terms of the exchange
of information, knowledge and science between
individuals and even institutions; at the same time,
the use of the web has become one of the essential

necessities of our daily life. Unfortunately, this
dependence on the web has led some individuals
to exploit it illegally through hacking, espionage,
data theft, extortion and other malicious activities.

This reality poses a significant security threat to
both individuals and companies. This issue is also
becoming a real challenge for computer science
researchers and developers.

Therefore, it is necessary to implement a
security policy to protect company data and
personal information from unexpected attacks.
several tools are available to ensure data
protection and personal information. The purpose
of this protection is to reduce the risks associated
with the confidentiality, integrity and availability
of data.

An Intrusion Detection System (IDS) is
considered to be the most important tool to ensure
the functionality of computer security systems,
because the IDS is the only tool that can guarantee
the stability of the system, and then, because most
attacks occur after an intrusion or by the injection
of a malicious application. It is in charge of the
response in the event of an attack as well as the
stop or continuity strategies [8].

There are two main types of intrusion detection
approaches in the literature: those based on
scenarios (such as signature research, pattern
matching, etc.) and those based on behavioral
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Table 1. Summary table of some related works

Used algo/model Data set Classification Accuracy (%) Ref.

NDAE (DL - AE - RF) NSL-KDD 5-class 85.42 [27]

10% KddCup’99 5-class 97.85

DNN - AE – SM NSL-KDD 2-class, 5-class - [26]

DL - AE – SM (STL, SMR) NSL-KDD 2-class, STL 2-class,
SMR 5-class,
STL 5-class, SMR

88.39 78.06 79.10 75.23 [19]

AE – DBN 10% KddCup’99 2-class 92.10 [3]

DBN 40% NSL-KDD 5-class 97.45 [15]

DBN 10% KddCup’99 5-class 93.49 [4]

DBN – LR 10% KddCup’99 5-class 97.90 [14]

DRBM 10% KddCup’99 2-class 94.00

DNN 10% KddCup’99
NSL-KDD

2-class 5-class
2-class 5-class

93.00 93.50 80.10 78.50 [31]

RNN NSL-KDD Test+
Test-21 Test+ Test-21

2-class 5-class 83.28 68.55 81.29 64.67 [35]

LSTM RNN KddCup’99 5-class 97.54 [21]

HC + SVM KddCup’99 5-class 95.72 [17]

CT + SVM 1998 DARPA 5-class 69.80 [20]

NB + KNN NSL-KDD 5-class 84.86 [25]

KNN + SVM + PSO KddCup’99 5-class 88.72 [1]

K-means + KNN KddCup’99 5-class 99.01 [30]

GMMs + PSO + SVM KddCup’99 5-class 99.99 [18]

FL + GA 10% KddCup’99 5-class 94.60 [10]

K-Means + NB + BNN KddCup’99 5-class 99.90 [11]

approaches (for example, Bayesian analysis,
statistical analysis and neural networks).

This last category aims to recognize abnormal
behavior, compared to a definition or a modeling
of normal or abnormal behaviors learned from
a prior observation of the system, and in this
case, learning seems possible. In contrast, in
a scenario-based approach, the IDS relies on
a pre-existing knowledge base referencing the
various known attacks likely to be implemented in
a computer system.

This knowledge is used by the IDS for the
recognition of events produced by intrusion actions
in the computer system that it observes. Therefore,

this method requires regular updating of the
knowledge base and the IDS focuses directly on
the identification of misuse.

It is also possible to compare intrusion detection
systems based on the data sources they rely on.
Some IDS, known as HIDS (Host IDS) are based
on the execution histories of specific programs or
instruction sequences, which are often provided
by the operating system but sometimes also by
applications. Other IDS, typically known as NIDS
(Network IDS), analyzes the packets sent over
the network.

In theory, two response modes can be
distinguished for IDS. Usually, a passive response
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Fig. 1. Proposed research methodology

is adopted: the IDS broadcasts an alert and
identifies the detected attack to an analysis
or broadcast system by recording the detected
intrusions in a log file.

However, more active responses should be
considered, where the IDS aims to stop an attack
at the moment of its detection by interrupting a
connection or even counter-attacking [23].

In order to improve the efficiency of intrusion
detection systems, several solutions have been
proposed in this field. The authors remain focused
on achieving this objective by conducting research
on the use and integration of bio-inspiration
techniques in general and particle swarm
optimization (PSO) in particular.

PSO is a bioinspired optimization metaheuristic
that was proposed by Eberhart and Kennedy in
1995 [12]. The technique of optimizing particle
swarm was inspired by the collective behavior of
birds or fish schools.

Each particle in the PSO is a fish or a bird in
search space, with its own specific coordinates:
position and velocity. Prior to searching for the
optimum global position, particles try to maintain
their local best positions [9]. In this paper,
it is proposed to use the Correlation based
Features Selection (CFS) feature evaluator, based
on the bio-inspired technique of PSO, for selecting
only the relevant features. Subsequently, the
Random Forest (RF) classifier is chosen for attack
classification in a network.

The RF algorithm is one of the most popular
machine learning techniques. The sections of this
article are arranged in the following order: Section
2 provides the related works in the field of intrusion
detection systems, distinguishing, those that are
based on machine learning methods and some
others that focus on deep learning.

Section 3 presents the author’s proposal,
followed by a brief analysis of the KDDCup’99
data set and its versions used in this article,
such as statistics and data preprocessing. This
section concludes with a description of the different
evaluation metrics used. Section 4 explores
the analysis and discussion of the experimental
results. Finally, section 5 presents a conclusion
and future research directions suggested.

2 Related Work

Information security is an interesting area of
research for its importance in the daily lives of
individuals and even for institutions.

An intrusion detection system (IDS) is
considered an important policy to improve the
quality of computer security. In recent years, a
considerable number of literature searches on
intrusion detection have been published. In this
section, a selection of this works is presented.
During the preceding decade, several studies have
been done in the intrusion detection area, some
of them based on machine learning methods and
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Table 2. Composition of KDDCup’99 training data set
(before and after preprocessing)

Connection
Type

Before
preprocessing

After
preprocessing

No. of instances No. of unique
instances

Reduction
(%)

DoS 3,883,370 247,267 93.63

Probe 41,102 13,860 66.28

R2L 1,126 999 11.28

U2R 52 52 00.00

T. Attacks 3,925,650 262,178 93.32

Normal 972,781 812,814 16.44

Total 4,898,431 1,074,992 78.05

Table 3. Composition of NSL-KDD data sets

Connection Type Training set Test set

DoS 45,927 36.46% 7,458 33.08%

Probe 11,656 9.25% 2,421 10.74%

R2L 995 0.79% 2,754 12.22%

U2R 52 0.04% 200 0.89%

Total Attacks 58,630 46.54% 12,833 56.93%

Normal 67,343 53.46% 9,711 43.07%

Total 125,973 100% 22,544 100%

others focusing on deep learning. First, a few
studies based on machine learning techniques
are presented, followed by a few others based on
deep learning.

2.1 IDS based on Machine Learning
Techniques

In [6], the authors propose an algorithm for
feature selection. The authors used these
selected features to build an intrusion detection
system based on the least squares support vector
machine LSSVM-IDS.

They tested their experiment on three data
sets such as KDDCup’99, NSL-KDD and Kyoto
2006+, and they showed that their algorithm gives
improved accuracy per attack class. The paper
presented by Altwaijry and Algarny in 2012 [5]
explains the use of a Naı̈ve Bayesian classifier for
intrusion detection.

The authors evaluated their proposal by
category of attacks on the 10 percent of

Table 4. Confusion matrix for binary classification

Predicted class

Instance Normal Attack

Actual
class

Instance Normal TN FP

Attack FN TP

KDDCup’99 and the corrected-KDD data set.
In their article referenced by [22], the authors
focused their work on the cluster center and
nearest neighbor (CANN) approach to feature
representation with the aim of detecting intrusions.

They evaluated their experimentation on the
KDDCup’99 data set. They used four types
of attacks. In 2016, Han X. et al. [16]
suggested principal component analysis for feature
extraction and proposed an algorithm for intrusion
detection based on the traditional Naı̈ve Bayesian
classification algorithm.

The authors used the 10 percent subset of
KDDCup’99 (494,020 records, including 19.69
percent normal and 80.31 percent attack) to
evaluate the performance of their solution.

2.2 IDS based on Deep Learning Techniques

Since 2006, several studies on deep learning
methods for intrusion detection have been
published. the paper presented by Tang et al.
in 2016 [28] explains an approach based on a
deep neural network composed of an input layer
of 6 dimensions, three hidden layers of 12, 6
and 3 neurons respectively and a 2-dimensional
output layer.

The authors tested their approach on the
NSL-KDD data set and their model achieved
an accuracy around 75.75 percent. The NDAE
(Non-symmetric Deep Auto-Encoder) model,
based on a Deep Auto-Encoder is proposed by
Shone et al. in 2018 [27].

In this study, the number of attributes was
reduced to 28 instead of a total of 41 attributes
by this Auto-Encoder. The proposed model is
composed of an input layer, six hidden layers and
an output layer.

Their model is evaluated using the 10 percent
subset of KDDCup’99 and NSL-KDD data set, and
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(a) NSL-KDD distribution

(b) Attak frequencies in NSL-KDD

Fig. 2. Description of NSL-KDD data set

an accuracy of 97.85 percent and 85.42 percent
for the two data sets respectively is obtained by
the authors after using a random forest-based
classifier for 5-class classification.

In 2016, Javaid et al. [19] developed a flexible
and efficient NIDS (Network Intrusion Detection
System) based on a proposed deep learning
approach. The authors apply the technique of
self-directed learning (STL).

They use the NSL-KDD data set to evaluate
their system which achieved an accuracy rate of
88.39 percent and 79.10 percent for 2-class and
5-class respectively. In [4], the paper presented
by authors explains the application of a Restricted
Boltzmann Machine (RBM) and a Deep Belief
Network (DBN) for a suggested deep learning
approach to detect anomalies.

A feature reduction is performed by a first RBM.
And the resulting weights are passed to a second
RBM to create the DBN. the authors tested their
approach on the KDDcup’99 data set, and their
model showed improved accuracy (97.9 percent).

In 2017, Yin et al. [35] proposed an
approach based on deep learning using a
recurrent neural network (RNN-IDS). They chose
the sigmoid function for activation and SoftMax
as a classification function. The authors
implemented their solution and tested it on the
NSL-KDD data set.

The evaluation of their proposal shows an
accuracy rate of 83.28 percent and 81.29 percent
for a binary and multi-class (5-class) classification
respectively on the KDDTest+ data set and an
accuracy rate of 68.55 percent and 64.67 percent
for a 2-class and 5-class respectively on the
KDDTest-21 data set. A summary of some related
works is shown in Table 1 below.

NDAE: Non-symmetric Deep Auto-Encoder;
DL: Deep Learning; BNN: Back-propagation
Neural Network; ANN: Artificial Neural Network;
DNN: Deep Neural Network; RNN: Recurrent
Neural Network; DBN: Deep Belief Network;
DRBM: Discriminative Restricted Boltzmann
Machine; AE: Auto-Encoder; SM: Soft-Max;
SMR: Soft-Max Regression; STL: Self-Taught
Learning; CT: Clustering Tree; LSTM: Long
Short-Term Memory; GMMs: Gaussian Mixture
Models; IDS: intrusion detection system; MDS:
Malicious Detection System; NADS: Network
Anomaly Detection System; LR: Logistic
Regression; RF: Random Forest; HC: Hierarchical
Clustering; NB: Naı̈ve Bayes; K-Means; FL: Fuzzy
Logic, GA: Genetic Algorithm; KNN: K-Nearest
Neighbor; SVM: Support Vector Machine; PSO:
Particle Swarm Optimization. SGD: Stochastic
Gradient Descent.

3 Proposed Approach

As stated in some research, such as presented
by Maniriho and Ahmad in 2018 [24], certain
features have no influence in the attack detection
process, or in other words, these unnecessary
features may have a negative impact on attack
determination performance.
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Table 5. Feature set of KddCup’99 and NSL-KDD data set

No. f Feature label Type No. f Feature label Type

Basic features class (B) Traffic ‘same-Service’ features class (TS)

1 Duration Continuous 23 Count Continuous

2 protocol type Symbolic 24 srv count Continuous

3 service Symbolic 25 serror rate Continuous

4 flag Symbolic 26 srv rerror rate Continuous

5 src bytes Continuous 27 serror rate Continuous

6 dst bytes Continuous 28 srv rerror rate Continuous

7 land Symbolic 29 same rerror rate Continuous

8 wrong fragment Continuous 30 diff srv rate Continuous

urgent Continuous 31 srv diff host rate Continuous

Content features class (C) Traffic ‘same-Host’ features class (TH)

10 Hot Continuous 32 dst host count Continuous

11 num failed logins Continuous 33 dst host srv count Continuous

12 logged in Symbolic 34 dst host same srv rate Continuous

13 num compromised Continuous 35 dst host diff srv rate Continuous

14 root shell Continuous 36 dst host same src port rate Continuous

15 su attempted Continuous 37 dst host srv diff host rate Continuous

16 num root Continuous 38 dst host serror rate Continuous

17 num file creations Continuous 39 dst host srv serror rate Continuous

18 num shells Continuous 40 dst host rerror rate Continuous

19 num access files Continuous 41 dst host srv rerror rate Continuous

20 num outbound cmds Continuous

21 is host login Symbolic

22 is guest login Symbolic

The study described in this section aims to
propose an IDS model based on the machine
learning methods for the attack detection, based
on the features selection that has an important
influence in the attack determination process.

To achieve this objective and select only the
relevant features for training of the proposed
model, various feature evaluators were employed
by conducting multiple tests.

Three evaluators, namely Correlation based
Features Selection (CFS), Pearson’s Correlation
(PC) and Gain Ratio (GR), were the focus of
these test.

The ranking scores generated by feature class
using these three evaluators were used to select
twenty-one considered as relevant out of a total of
forty-one. The proposed model is illustrated in the
block diagram in Figure 1 below.

After is a brief description of the three
evaluators used.

3.1 Correlation based Feature Selection

The principle of the Correlation based Features
Selection (CFS) is to measure Pearson’s
correlation between an attribute and the class, it
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Table 6. Features selected by different techniques for binary classification

Attribute Evaluator:
Search Method:

CFS
PSO

Pearson’s Correlation
Ranker

Gain Ratio
Ranker

Features class Position of the 21 Best
selected features

Position of the 21 Best
selected features

Position of the 21 Best
selected features

Basic (B) 1, 3, 4, 5, 6, 7 3, 4, 8 3, 4, 5, 6, 8

Content (C) 12, 14, 15, 16, 21, 22 12 12

Traffic
‘same-Service’ (TS)

26, 27, 29, 30 23, 25, 26, 27, 28, 29, 30, 31 23, 25, 26, 28, 29, 30, 31

Traffic
‘same-Host’ (TH)

34, 35, 37, 38, 39 32, 33, 34, 35, 36, 38, 39, 40, 41 32, 33, 34, 35, 37, 38, 39, 41

determines the value of the attribute. By treating
each value as an indicator, nominal properties are
evaluated individually.

A weighted average is used to determine the
overall correlation of a nominal attribute. The
particle swarm optimization method is chosen
as the search method for this feature evaluator.
This approach was invented by Eberhart and
Kennedy in 1995 [12]. The principle of PSO is
population-based, which aims to find a sub-optimal
solution in the search space.

At each iteration of the PSO algorithm, each
individual (particle Xi) changes and updates by the
two best values, the best solution (local position)
based on its speed that the particle Xi has
obtained so far and the best position global [13].

3.2 Pearson’s Correlation

The Pearson coefficient indicator denoted r is a
measure used to detect the presence or absence
of a linear relationship between two variables.

The value of this measure of correlation varies
from −1 to +1, a positive measure indicates
that the two variables vary together in the same
direction, when the value of r is close to +1, we
say that there is a strong correlation.

While a negative measure indicates that one
variable increases, the other decreases and when
this value is close to −1, we say that there is
a strong negative correlation, we say that an
absence of a relationship between two variables if r

takes 0 value. We remind that the formula (1) below
to calculate the Pearson correlation coefficient:

r =

∑n
i=1(Xi −X)(Yi − Y )√∑n

i=1(Xi −X)2
√∑n

i=1(Yi − Y )2
. (1)

3.3 Gain Ratio

An extension of information gain, called gain ratio,
was used to select the best feature feature for
splitting the dataset. The gain ratio is calculated by
normalizing the information gain with aid of division
information.

A feature will be favored by the gain of
information if it has a large number of values. The
Gain Ratio (GR) is calculated as follows:

GR(S, fj) =
IG(S, fj)

SI(S, fj))
, (2)

where:
IG: is the Information Gain.
SI: is the Split Information can be calculated
as follows:

SI(S, fj) = −
∑

Sjk∈Sj

(
|Sjk|
|S|
∗ log2(

|Sjk|
|S|

)), (3)

where:
C: a set of classes.
S: a training data set.
−→
f : a feature vector.
Sj : a hyper-set containing sets with the same
values of the feature fj .
IG(S, fj): the information gain by splitting the
dataset S with the feature fj .
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Table 7. DR and FAR of different classifiers when using different feature selection evaluators

DR FAR

ML CFS-PSO PC-Ranker GR-Ranker CFS-PSO PC-Ranker GR-Ranker

NB 0.6977 0.6892 0.6889 0.0485 0.0461 0.0483

RF 0.9884 0.9851 0.9887 0.0130 0.0288 0.0158

SGD 0.9056 0.9605 0.9495 0.0460 0.0745 0.0764

DL 0.9107 0.9518 0.9522 0.0491 0.0716 0.0730

KNN 0.9801 0.9813 0.9792 0.0268 0.0355 0.0278

SVM 0.9108 0.9606 0.9476 0.0721 0.0738 0.0754

3.4 Dataset Description

Research in the field of intrusion detection (ID)
requires the use of data sets to evaluate the
efficiency and effectiveness of the proposed
solutions by researchers in order to achieve
concrete objectives. In this context, there are
a variety of freely accessible network-based data
sets available for intrusion detection research.

Among these data sets, we focused on the
KDDCup’99 data set in our work; this data set
is primarily concerned with intrusion detection
and was constructed and modified from original
network traffic data collected by the DARPA
1998 evaluation program under the supervision of
the Massachusetts Institute of Technology (MIT)
Lincoln Laboratory.

The data set in question is often used in
the literature and comported of around 4,900,000
connection records, each of which is composed
of 41 values and is labeled as either normal
or an attack, each value corresponding to a
different feature [29]. The KDDCup’99 data set
can be listed as a normal traffic class and four
categories to group the different kinds of attacks
as shown below:

– Normal: it indicates that the network traffic
record is normal or benign.

– Denial of Service attack (DoS): an intrusion
or a kind of attack that tries to make some
computing resources (server, host, memory, ...)
inaccessible for the client, such as memory
that is too full, with the objective of using the
victim’s resources.

– Probing attack (Probe): this category of attack
includes all kinds of malicious activity, in which
the perpetrator gathers detailed information
about the system infrastructure and its security
configurations, and for the goal by passing the
firewall and conducting critical attacks.

– Remote to Local attack (R2L): the intruder does
not belong to the computer network, but sends
packets to the server or to another machine as a
local user in order to gain access.

– User to Root attack (U2R): after several attempts
to access network resources, the intruder
has the character of a legitimate or normal
user. Then, it attempts to access root or
superuser privileges.

In 2009, Tavallaee et al. [29] provided
and developed a new refined and improved
version of the KDDCup’99 corpus under the
appellation NSL-KDD.

For security researchers, the number of publicly
available data sets for network IDS (NIDS) is
limited. KDDCup’99 and NSL-KDD are the most
widely utilized and publicly available data sets for
testing the effectiveness of different existing and
newly announced machine learning methods [32].

In this paper, the NSL-KDD data set is used to
train and test the proposed solution for intrusion
detection. This version of the data set is derived
from the main KDDCup’99 data set.

It reduced and improved the data set version
which contains 125,973 instances. A brief
description of these data sets is reported in Table

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 473–488
doi: 10.13053/CyS-28-2-4579

Benaissa Safa, Reda Mohamed-Hamou, Adil Toumouh480

ISSN 2007-9737



(a) Detection rate

(b) False Alarm rate

Fig. 3. Performance evaluation of different classifiers
when using different feature selection evaluators

2 and Table 3. The different connections types for
KddCup’99 and NSL-KDD data set are:

– Probe (Probing): ipsweep, nmap,
portsweep, satan.

– DoS (Denial of Service): back, land, neptune,
pod, smurf, teardrop.

– U2R (User to Root): buffer overflow,
loadmodule, perl, rootkit.

– R2L (Remote to Local): ftp write,
guesspasswd, imap, multihop, phf, spy,
warezclient, warezmaster.

3.5 Data Preprocessing

As mentioned above, the KDDCup’99 and
NSL-KDD data sets gather 41 features of different

types and are distributed as follows, three of a
nominal type such as ’Protocol type’, ’Service’ and
’Flag’, four are binary and the thirty-four remaining
features are of continuous type.

Knowing that most of the algorithms and
methods only work with numbers and in order
to obtain better results from experiments, a
preprocessing must be performed on the data sets.

Firstly, using the One-hot-encoding [36] for
transformed the nominal features to discrete
features, for example, dummy variables are used
to encode the textual values of the ’Protocol
Type’ feature (i.e. [1,0,0], [0,1,0], [0,0,1] for tcp,
udp, icmp), knowing that the nominal features
’Protocol type’, ’Service’ and ’Flag’ of the 10%
KDDCup’99 training data set have 3, 66 and 11
categories respectively.

Secondly, another main step to complete is the
standard normalization, also called standardization
or z-score normalization. The purpose of this step
is to scale all features in order to guarantee that all
predictor values are on the same scale.

The principle of z-score normalization is to
subtract from the data their empirical mean µ and
divide them by their standard deviation σ. In
this case, we apply the formula of equation (1)
shown below.

Such that, for each feature j, µ(j) and σ(j)
denote respectively the mean and the standard
deviation of the data vector Xj of the feature j,
where each value of the vector Xj

i is transformed
according to equation (4):

Xj
i =

Xj
i − µ(j)

σ(j)
. (4)

During the data set preprocessing phase, the
training and testing databases in the KDDCup’99
collection have a multitude of duplicate instances.

This duplication represents one of the
main disadvantages of this data set. These
redundancies have a negative impact on the
results of the experiments, and must therefore be
removed. It is noted that, the training and test data
sets, respectively, had about 78.05 percent and
80.68 percent of duplicated instances [29], (see
Table 2).
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Table 8. Precision and accuracy rate of different classifiers when using different feature selection evaluators

Precision Accuracy

ML CFS-PSO PC-Ranker GR-Ranker CFS-PSO PC-Ranker GR-Ranker

NB 0.9500 0.9518 0.9496 0.8070 0.8032 0.8021

RF 0.9902 0.9783 0.9881 0.9878 0.9791 0.9868

SGD 0.9630 0.9446 0.9426 0.9264 0.9454 0.9383

DL 0.9608 0.9462 0.9452 0.9280 0.9417 0.9413

KNN 0.9797 0.9733 0.9790 0.9771 0.9741 0.9762

SVM 0.9435 0.9450 0.9432 0.9182 0.9458 0.9377

Often, in the preprocessing procedure for data
sets, it is also important to remove records that
contain incorrect values in the fields, such as
character strings arranged in numerical fields or
vice versa, missing values, etc.

After preprocessing the KDDCup’99 databases.
It was noticed that 4,898,431 records which
constitute the initial training set was reduced to
1,074,992 unique data points due to redundancy,
this significant reduction represents a rate of 78.05
percent as shown in Table 2.

Similarly, for the KDDCup99’s test set, it was
noted that, a total number of 2,984,154 data points
was reduced to 576,449 unique instances which
represents a reduction rate of 80.68 percent. The
results of this table (Table 3) are interpreted in
Figures 2a and 2b below.

As previously stated, it is noted that all
instances of the same KDDCup’99 data set or its
derivatives are composed of 41 features. each
feature has only one type of continuous, discrete
or symbolic variable [33].
Generally, features are divided into four aspects
or classes (see Table 5), the first nine features
relate to basic intrinsic properties of the network
connection, such as connection duration, protocol
type, network service (http, telnet, etc.), etc.

Are grouped to form a first aspect or base class
(B). The following thirteen features correspond to
domain knowledge or the content of a network
connection. The purpose of the content aspect
features (C) is to assess the payload of the original
TCP packets and to detect attacks that are hidden
and not commonly present such as those of the
U2R and R2L classes.

In this case, to identify such attacks, the
researchers retrieved information on the amount
of login failures, which suggest intrusive behavior
[34]. The other two classes are encapsulated
under the name Traffic; this large traffic aspect
groups features which are called time-based and
calculated with respect to a time interval.

The first of the traffic aspects includes the
”same service” (TS) features, consists to examine
only connections established during the last two
continuous seconds which have the same service
as the present connection.

The second traffic aspect includes the last ten
features that are from ”same host” (TH), consists
of an analysis of the connections made in the last
continuously two seconds which have the identical
final host as the present connection in order
to calculate the behavioral statistical properties
of the network connection, relating to protocol,
serving, etc. [2].

3.6 Evaluation Criteria

Generally, to evaluate the IDS detection precision,
the following measures are often used:

– True Positive (TP): this metric represents the
number of attacks detected and correctly
classified by the model.

– True Negative (TN): a metric that indicates
the number of normal instances predicted and
correctly classified as normal traffic.
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(a) Precision

(b) Accuracy

Fig. 4. Precision and accuracy rate of different classifiers
when using different feature selection evaluators

– False Positive (FP): this metric represents the
number of normal instances recognized and
incorrectly classified as attacks by the model.

– False Negative (FN): a metric that indicates
the number of attacks predicted and incorrectly
classified as normal traffic by the model.

These metrics often form the confusion matrix
values shown in Table 4 below for a binary
classification problem.

Other measures were used that can be
calculated based on the values of this confusion
matrix as presented in Table 4, as follows:
Detection Rate (DR) or True Positive Rate (TPR):

DR =
TP

TP + FN
. (5)

False Alarm Rate (FAR) or False Positive
Rate (FPR):

FAR =
FP

TN + FP
. (6)

Precision:

Precision = TP
TP+FP . (7)

Overall accuracy is defined as the proportion of
instances in a set of occurrences that have been
correctly classified. This metric is less useful in
the case where there is a significant imbalance
between the classes:

Accuracy =
TP + TN

TP + TN + FP + FN
. (8)

4 Experiment Results and Discussion

After applying the three attribute evaluation metrics
(CFS-PSO, PC-Ranker, GR-Ranker), the results
obtained for binary classification are shown in
Table 6. Therefore, for each feature class, it is also
important to choose the most relevant or influential
features for the intrusion detection process.

So, the most relevant features are chosen for
each class (Basic: B, Continent: C, Traffic same
Service: TS and Traffic same Host: TH) by
following the order of features based on their order
of merit in their respective classes. These features
are presented in Table 6.

For example, if CFS-PSO technique used
in binary classification case, the best features
selected for Basic Class are (Duration, service,
flag, src bytes, dst bytes, land).

4.1 Analysis of Experimental Results

After selecting the top twenty-one features for each
attribute evaluator from the entire data set. In
the binary classification experiments, the resulting
data set can be trained and tested using a
variety of machine learning techniques, such as
Naı̈ve Bayes, Random Forest, Stochastic Gradient
Descent, Deep Learning, K-Nearest Neighbors
and Support Vector Machine.

The obtained results are presented below.
Based on the corresponding new NSL-KDD data
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Table 9. Comparison of the results with other algorithms
(NSL-KDD data set used)

Method Accuracy (%) Ref.

DL-AE-SM(SMR) 78.06 [19]

DL-AE-SM(STL) 88.39

DNN 80.1 [31]

RNN 83.28 [35]

MI-BGSA 88.36 [7]

Proposed-method 98.78

Fig. 5. Comparison of accuracy rate with other
algorithms (2-class) which NSL-KDD used

set, which contains only the twenty-one best
selected features for each attribute evaluator
(presented in Table 6), various performance
measures can be calculated such as DR, FAR,
precision and system accuracy, based on the
results of the confusion matrix.

Table 7 presents the obtained results of
the Detection Rate and False Alarm Rate
measurements of each of the machine learning
techniques and for each used attribute evaluator.
These results are interpreted in Figures 3a and 3b.

In the same way, precision and accuracy
measurements can be calculated. Table 8
presents the obtained results of precision and
accuracy measurements of each machine learning
techniques and for each used attribute evaluator.
The results of this table are interpreted in Figures
4a and 4b.

Finally, Table 9 shows a performance
comparison of the proposed method with some
other recent methods using the same data set

(NSL-KDDTest) in terms of accuracy. It can be
seen from the table that the proposed method
(CFS-PSO + RF) ranks first in terms of accuracy
in binary classification case.

Therefore, the proposed CFS-PSO attribute
evaluator-based RF classifier performs better
than all other competitive techniques for binary
classification case (see Figure 5).

4.2 Discussion of Experimental Results

In a data set, applying a method for eliminating
unnecessary features is indispensable because
these extra features decrease the precision and
efficiency of the prediction algorithms. Additionally,
as the number of features in a data set grows, so
does the searchable space.

In this research, feature selection and reduction
were performed by keeping only the most relevant
features. To accomplish this, three attribute
evaluation metrics were applied: CFS-PSO,
PC-Ranker and GR-Ranker in binary classification.
The results are shown in Table 6.

In order to improve the DR and optimize
the performance of the IDS, the three attribute
evaluation metrics can be applied to the data set,
by selecting the same number of relevant features
for each of these metrics.

After running several tests, twenty-one relevant
features were selected. Various performance
measures were calculated, including DR, FAR,
precision and system accuracy, based on the
results of the confusion matrix, the obtained
results are discussed as follows: In the binary
classification case, the performance comparison
results are shown in Tables 7 and 8, which indicate
that the proposed technique (CFS-PSO attribute
evaluation metric combined with RF classifier)
achieved a higher DR of 98.84%, while the False
Alarm Rate (FAR is 1.3%) is also the lowest
compared to other machine learning techniques.
In terms of precision and accuracy, Figures 4a
and 4b also show a comparison of performances
and prove that the proposed method takes the
first place with a precision rate of 99.02% and an
accuracy rate of 98.78%.
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5 Conclusion and Future Work

This paper discusses an effective intrusion
detection technique that is divided into two phases.
In the first phase, relevant features were selected
by eliminating those that do not have a significant
influence on the intrusion detection procedure.

This was achieved by using an attribute elevator
technique called Correlation based Features
Selection (CFS) technique based on the Particle
Swarm Optimization (PSO) method, resulting in a
feature space reduction of approximately 50%.

In the second phase, the proposed
classification algorithm Random Forest (RF)
and different machine learning algorithms
were tested to evaluate the performance of the
proposed method, experiments were conducted
on the new NSL-KDD data set containing only
twenty-one features.

The experiments carried in this study are
divided into three classes, Firstly, a comparison
is made between the chosen attribute evaluator
(CFS-PSO) and two other evaluators, such as
PC-Ranker and GR-Ranker, in the second set
of experiment, a comparison is made between
the proposed classifier (RF) and other machine
learning classifiers, namely NB, SGD, DL, KNN
and SVM.

The experimental results on the NSL-KDD
data set show the promising performance of the
proposed techniques in terms of accuracy and
detection rate compared to competitive methods.

In the final class of experiments, the proposed
technique is compared to different previously
existing methods.

The obtained performance results indicate
that the proposed technique outperforms other
methods in the binary classification. Finally, it
should be noted that the current study has two
major limitations, namely real-time operation and
the ability to detect zero-day attacks.

To address these limitations and further
improve the proposed technique, future work
could focus on finding more efficient solutions for
detecting zero-day attacks and developing an IDS
that works in real-time. It is recommended to
test the technique on other data sets such as
UNSW-NB15, CSE-CIC-IDS2018.
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Abstract. This paper presents a text mining approach

for extracting valuable patterns from social media

documents in the context of U.S. immigration. The paper

points out the uncovering of statistical features alongside

linguistic elements based on graph techniques. The use

of graphs provide rich data structures for representing

lexical and syntactic aspects of texts, allowing the

discovery of complex patterns that used by experts

could provide valuable insight. The proposed method

is applied over a Twitter-X/-Reddit dataset that comprise

English and Spanish language samples from 2016

up to 2019. Experimental results showed that our

interpretation of classic statistic techniques provide a

baseline understanding of the topic while a more robust

analysis (graphs) permits to uncover/predict hidden

patterns over large amount of samples. In particular, the

use of a co-occurrence graph helped to obtain relevant

words, phrases and sentences while a user-interaction

graph allow to detect important users, communities and

interactions among themselves.

Keywords. Text mining, statistics, graph mining, social

network analysis, natural language processing, big data.

1 Introduction

Social media sites are an essential information

resource related to every topic/domain around

the world. Part of their success is due to the

inherent openness for public consumption, clean

and structured data, rich developer tooling, and

broad appeal to users from every walk of life.

Among the vast amount of available data on

this sites, finding what is trending and how it

is being discussed has emerged as an essential

tool for understanding how people connect and

how they share ideas, attitudes and even media

consumption toward specific topics.

Text mining methods arrived as an optimal

solution for acquiring, analyzing and predicting

textual patterns from large amounts of data

on social media. Mining methods, provide

insightful knowledge that can be used by different

domain experts for understanding user-profiles,

authorship-styles, demographic information,

sentiment polarity and even complex patterns

related to the semantics of data.

Different studies around text mining have

showed the impact of statistical and social network

analysis for detecting insightful knowledge.

Despite the progress achieved, there are still

opportunities to create alternative approaches

for representing and extracting complex patterns

based on the combination of classic statistics and

graph representations.

Considering the above, this paper proposes a

text mining approach for identifying text patterns

based on statistics and graph mining techniques

over a highly commented topic (U.S. immigration).
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Fig. 1. Proposed text mining process

The approach contribution relies on

the extraction/understanding of patterns and

the creation of graph-based representations

to detect knowledge using social network

analysis tools. The hypothesis is that statistic

techniques combined with more refined data

structures (graphs) could be suitable for detecting

representative elements over texts.

The approach motivation is to provide a

valuable guide for mining a topic by using distinct

text tools that normally are not combine together

over a specific problem. The remainder of this

paper is structured as follows:

Section 2 present existing approaches that deal

with the extraction of knowledge from social media

by using text mining techniques. Sections 3 to

6 provide details and examples on the design

and implementation of the approach. Finally,

implications and conclusions derived from this

work thus far are presented in Section 7.

2 Related Work

Many literature deals with the extraction and

digesting of social media on different topics

and domains [3]. Most of it, is based on

the use of classic statistic metrics, Information

Retrieval (IR), Natural Language Processing

(NLP), Machine learning (ML) and ultimately text

mining methods. This literature, is highly dense

and cover different applications and methodology

approaches. Therefore, related work could

be seen from two main perspectives: overall

text mining approaches and specific research

avenues related to social media on the context of

political documents.

2.1 Text Mining

Text mining is the process of transforming

unstructured text into a structured format to identify

meaningful patterns and new insights in data [21].

The process of text mining involves the use of

different research methods for obtaining valuable

information from large amounts of data [27].

Some of this methods include techniques

for acquiring and analyzing digital documents

with NLP or statistics (besides others) [31, 5].

Researchers today, are using distinct text mining

approaches for predicting domain patterns, public

opinion and collectible behavior [13].

Text mining software has impacted the way

that many industries work, allowing them to

improve user experience and business decisions.

Examples of this impact can be seen in different

areas like customer service [23] where chatbots,

and profiling tools are making the user experience
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Table 1. Immigration keywords ordered by frequency

of occurrence

English keywords obtained

immigration1 migration2 naturalization3 deportation4

passport5 greencard6 border7 trump8

embassy9 patrol10 mexican11 american12

biden13 workforce14 alien15

Spanish keywords obtained

inmigracion1 migrante2 indocumentado3 repatriacion4

deportacion5 paisano6 remesa7 pasaporte8

mexico9 trump10 frontera11 epn12

usa13 migrante14 amlo15

Table 2. Immigration dataset from July 11th of 2016 to

July 11th of 2019

Social Media Language Feature Value

X (Twitter)

English

Number of properties per tweet 71

Number of tweets 4,412,621

Number of geolocated tweets 1,755,468

Avg. tweets per day 19,296.35

Avg. geolocated tweets per day 8,471.6

Avg. words per tweet 17.64

Avg. file size per day 87.71 MB

Spanish

Number of properties per tweet 71

Number of tweets 1,974,944

Number of geolocated tweets 732,835

Avg. tweets per day 2,466.25

Avg. geolocated tweets per day 1,522.67

Avg. words per tweet 21.96

Avg. file size per day 10.13 MB

Number of tweets (both languages) 6,387,565

Reddit English

Number of properties per post 15

Number of posts 2,563,812

Avg. posts per day 2501.98

Avg. words per post 59.26

Avg. file size per day 3.15 MB

Total number of texts about immigration 8,951,377

faster and simple; Healthcare systems [11], where

distinct tools collect massive amounts of medical

information for detecting critical insight of patients;

and Cyber-security [15], where spam filtering

and automatic intruder detection tools are making

possible to identify malicious users. Text mining

techniques are becoming more integrated and

easier to use on the web.

This in turn, have introduce many approaches

related to trending elements. Examples of this

include: the analysis of digital marketing [39],

recommendation systems [4], decision-making [36]

and social network analysis [19]. For this last

one, the extraction of non-trivial knowledge related

to what is trending and whats is not have made

an special effect on how users understand and

consume information.

Considering its impact. it can be seen

the importance of text mining and how it help

others to make the most of their data, which

leads to better decisions. Without this kind of

tools, it would be impossible to analyze massive

amounts of information (mainly on the web) which

in consequence will stop the growing-flow of

knowledge on the web.

2.2 Text Mining on Political Documents

In the context of social media (X, Facebook,

Reddit, etc.), the analysis of political data

by text mining techniques [22] have gained

momentum considering the large amount of textual

information, the number of interactions and the

importance of the topic today (specifically on the

U.S.) [29].

Citizenship and law enforcement topics have

different text mining approaches that deal with the

extraction of relevant users using social network

measures (closeness, degree centrality, etc.) [31,

14]. Other approaches [32] used different ML

algorithms (triplets and clustering) for detecting

communities that might be important in a specific

context. Other kind of approaches use classic

statistic metrics like mean, median, mode, etc

combined with IR scrapers for detecting structural

patterns on social media data [18].

Immigration and border Security topics [7] also

have distinct text mining approaches like the use

of a friend of a friend (foaf) and co-occurrence

graphs for obtaining activity patterns associated

to users [17] or for summarizing/understanding

large amounts of textual information [33]. Other

kind of techniques rely on NLP for applying Part

of Speech (PoS tags) and entity recognition

techniques for scrapping linguistic features that

help to understand the structure and purpose
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Table 3. Immigration statistics: Baseline analysis

Statistic metric Result Description

Average number of words in X

and Reddit

X: 16.81

Reddit: 87.62
Amount of words found in texts.

Average number of phrases in X

and Reddit

X: 9.52

Reddit: 47.13

Groups of words that form meaningful

units within a sentence.

Average number of sentences

in X and Reddit

X: 5.52

Reddit: 26.13

Groups of words that make complete

ideas.

Average Word Length
X: 6.34

Reddit: 4.76

Used to see how usual/unusual are the

words in texts.

Number of different words on

English language

X: 1,320,491

Reddit: 128,544

Distinct English words used in the

immigration text documents.

Number of different words on

Spanish language

X: 211,694

Reddit: 0

Distinct Spanish words used in the

immigration text documents.

How users start a sentence
X: RT

Reddit: What

X: Most of texts are a reply of other

users. Reddit: Most of posts are

questions related to immigration.

How users end a sentence
X: URL

Reddit: ?

X: Most of texts finish with a reference

to the source of the information. Reddit:

Most of posts finish with the question

mark, reinforcing the theory that most

Reddit posts are questions

Most frequent PoS tags on X Nouns Adjectives Verbs

References (nouns) to persons, places,

things, or ideas are the most frequent

words.

Most frequent PoS Tags on

Reddit
Adjectives Nouns Adverbs

Words (adjectives) that describe or

clarify nouns are the most frequent

words.

Number of different users (@)

on X

English: 68,447

Spanish: 13,671

Diversity of users that talk about

immigration on X.

Number of different subtopics

(#) on X

English: 8,590

Spanish: 1642

Diversity of subtopics related to

immigration on X.

Number of different web

sources (URLs) on X

English: 448,420

Spanish: 35,546

Diversity of URLs related to immigration

on X.

Number of different web

sources (URLs) on Reddit
12,674

Diversity of URLs related to immigration

on Reddit.

Text documents distribution

X Eng: 79.7%

X Spa: 10.2%

Reddit Eng: 10.1%

Percentage of text documents in the

dataset.

Geolocated Text documents

distribution on X

English: 82.1%

Spanish: 17.9%

Percentage of Geolocated documents in

the dataset.
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Table 4. Immigration statistics: Most/less frequent words

Frequent words on the dataset (X and Reddit)

Ranking X English X Spanish Reddit English

1 rt rt visa

2 immigration pasaporte greencard

3 trump paisano usa

4 passport mojado immigration

5 nafta migrante work

Unusual words on the dataset (X and Reddit)

Ranking X English X Spanish Reddit English

1 brown-skinned vacaciones season

2 neighbourhood tramite paperwork

3 muslim preguntas article

4 traveling tramite reasons

5 Rusia ilegalidad telephone

Most frequent users and topics on X

Ranking X users (@) X topics (#)

1 realDonaldTrump immigration

2 BreitbartNews Trump

3 HillaryClinton MAGA

4 FoxNews migration

5 FAIRImmigration ny

Less frequent users and topics on X

Ranking X users (@) X topics (#)

1 SarahPinder2 CNNIdiots

2 tatianashanks RefugeeRights

3 ErfanSoomro Illuminati

4 HoopsmanB yeahRight

5 RamblinGrimace FeelingSad

of information (attitude, entities, sentiments

etc.) [20]. Other approaches [6] have deal

with the immigration analysis by detecting

geo-spatial patterns of users on the Mexico-U.S.

border. Additionally, distinct efforts [2] have

implemented mining techniques for automatic

content-characterization of news, stories and

blogs related to the immigration phenomena.

From the different mining approaches

implemented for political purposes, it can

be seen that is a growing area where more

interactions are available everyday. This in turn

have made possible to analyze relevant text

patterns from different social media sources, which

applied in different research and decision-making

process have a meaningful impact on how users

understand, digest and use knowledge.

3 Text Mining Process

Data mining [41] and text mining are similar in

terms of the way they extract valuable insight from

data. The first one focus on the analysis of distinct

data types (texts, images, sound, etc.) while the

second one focuses only on the retrieval of textual

information. Despite this key difference, both

mining approaches have similar steps involved

in the knowledge discovery process with the

exception that in text mining, special emphasis

is made on the data modeling considering the

unstructured nature of texts and the different

linguistic aspects to explore. Taking that in mind,

Figure 1 shows the proposed steps to retrieve text

patterns on the context of the U.S. immigration

phenomena. The approach consists of three

overall steps:

1. Dataset creation (see Section 4)

1.1 Text acquisition: Create a large collection of

text documents using different social media

resources: X, Reddit, etc.

1.2 Text preprocessing: Preprocess documents

to guarantee homogeneity among texts.

2. Statistical analysis: (see Section 5)

2.1 Choose distinct statistical metrics

depending of the specifics of

text documents.

2.2 Extract statistical information of texts that

describes and explores the nature of the

data on the underlying topic.

3. Graph analysis: (see Section 6)

3.1 Create rich representations for the text

documents (see Sections 6.1 and 6.2).

3.2 Uncover insightful knowledge from data

representations using social network

analysis tools.
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Fig. 2. Immigration statistics: English language texts distribution on X

Fig. 3. Immigration statistics: Spanish language texts distribution on X

3.3 Use the obtained information to

characterized in a better way a trending

topic (see Sections 6.4 and 6.5).

From the previous figure, the steps associated

to the analysis of the immigration phenomena are

presented. The first step deals with the information

gathering from distinct social media channels,

making special emphasis on text acquisition

and cleaning. The second step deals with the

empirical analysis and inference of knowledge by

using classic statistical metrics.

Finally, the third step involves the use of

robust data structures (graphs) and social network

analysis tools to uncover relevant patterns that

statistics are unable to discover.

4 Dataset Creation

In this section, the collection of text documents

associated to the immigration topic on English

and Spanish languages is discussed. First, the

keywords used for extracting text samples from
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Fig. 4. User interaction graph example

Fig. 5. Example of a co-occurrence graph with a window

of two words

social media through different APIs (Application

Programming Interfaces) are shown. Later, the

description of the chosen social media sources

used and the type of text documents obtained

are presented. Finally, the main dataset features

associated to the immigration topic are displayed

considering the proposed text mining method (see

Section 3).

4.1 Keyword Selection

In order to obtain suitable information from social

media, words related to the immigration topic on

July 2016 (dataset starting point) were extracted

according to their frequency of occurrence on

one thousand web pages1. For each language,

the fifteen keywords without stopwords2 or special

characters are extracted from the web pages.

These words were used as input for diverse social

media APIs to obtain relevant text documents.

Table 1 summarize words used on each language.

4.2 Social Media Sources

There are several social media APIs to obtain

textual information, but most of them do not offer

a public streaming to download texts periodically.

Among the media channels that do not have this

kind of restriction, X (formerly known as Twitter)3

and Reddit4 provide robust tools to download

streaming data with minimum authentication and

authorization from users over different languages.

Additionally, both media channels have real

time interaction among users and cover a

vast amount of domains around the world

(U.S. specifically). Considering the previous

features and the free availability of data on

both social media channels, it was decided to

use X and Reddit as primary data sources

for detecting valuable knowledge related to

the Immigration topic.

4.3 Text Documents Obtained

Using X and Reddit APIs, a dataset that comprise

English and Spanish samples from U.S. users were

collected. The dataset contains text documents

from July 11 2016 to July 11 2019. All dataset

samples were collected in a daily basis using a

JSON format5 with a UTF-8 encoding for storage

each text document. Each collected sample

contains properties/metadata related to the textual

interaction. In the case of X6, seventy one

properties are obtained for each sample including:

name, country, date, number of followers, number

of likes, etc.

1The webpage number was decided based on the Google

ranking and the amount of textual information.
2Stopwords represents a group of words that bear no content

or relevant semantics in the text.
3twitter.com/
4www.reddit.com/
5JSON is a syntax for storing and exchanging data o the web.
6dev.twitter.com/overview/api/tweets
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Table 5. Immigration graphs: main properties

Social Media Graph Type Vertex Type
Number

of Vertices
Edge Type

Number of
Edges

X and Reddit in

English

language

Co-occurrence Words 1,380,615

Two words

appear together

in the text.

690,843

X and Reddit in

Spanish

language

Co-occurrence Words 40,386

Two words

appear together

in the text.

90,128

X in English

language
User interaction Users 97,582

One user

reference other

in the text.

135,295

For Reddit7, fifteen properties are collected

including: author name, text date, country, topic

name, topic score, subreddit name, etc. The

dataset also provides some geolocation properties.

In the case of X, this provides coordinates and

place elements (if these are release by the user)

while for Reddit, this does not provide any kind

of metadata that can be used for obtaining the

latitude and longitude associated to a post due to

some API restrictions.

Table 2 summarize the dataset main features

emphasizing the number of documents for Spanish

and English languages on X and Reddit. From the

dataset table, it can be observed that the English

subset considered both social media channels

while for Spanish it is only used X.

This is due to the lack of Spanish samples and

the small amount of texts retrieve from the Reddit

API. Additionally, The number of samples collected

highlight the amount of interactions in both social

media channels. In the case of X, there are more

small interactions (140 characters at most) while

for Reddit there are less interactions but these

condensate more textual information.

5 Statistical Analysis

As a first attempt to obtain valuable knowledge

from text documents, a statistical analysis [35]

was applied according to the proposed approach

(see Section 3).

7www.reddit.com/dev/api/

The main goal of this phase, was to find and

summarize the presence of textual patterns to

describe or estimate information that can be helpful

to understand the nature of the topic in the context

of social media. Table 3 display some baseline

statistics found in both media channels. For each

entry, the metric used, the result obtained and a

brief description is presented. From the previous

table, it can be noticed that baseline statistics

provide valuable insight about the data collected.

The average number of words, phrases and

sentences indicate how diverse is the vocabulary

as well as the amount of ideas/sentences used

to talk about immigration. How users start or

end a text also illustrate the kind of interactions

associated to the topic (is a question or a reply

from other users). Additionally, The analysis of PoS

tags8 permits to understand about whats people

focus more on textual interactions (entities-ideas or

descriptive elements about the topic).

Other statistical elements can be seen in Table

4 where frequent and unusual words from X and

Reddit are shown. The table display frequent users

(@) and topics (#) obtained from X interactions,

this information is useful for understanding what is

trending and what is not considering the frequency

of occurrence of immigration words. In the case

of geolocated texts on X, Figures 2 and 3 show

a statistical tweet distribution on English and

Spanish languages.

8POS tagging is the process of marking up a word based on the

syntactic role that it plays in a sentence.
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Table 6. User interaction graph: Top X users on English

and Spanish

Centrality
Measure

English X users (@)

Degree
RealDonaldTrump1 CNN2 FoxNews3

HillaryClinton4 YouTube5 BarackObama6

Closeness
RealDonaldTrump1 FoxNews2 CNN3

Nytimes4 CBCNews5 NumbersUSA6

Betweenness
RealDonaldTrump1 HillaryClinton2 CBCNew3

MSNBC4 YouTube5 Reuters6

Centrality
Measure

Spanish X users (@)

Degree
EPN1 lopezobrado2 GenPenaloza3

lopezdoriga4 SREmx5 YouTube6

Closeness
RedsocialSAIME1 LeonKrauze2 SRE3

ElNacionalWeb4 elpais5 YouTube6

Betweenness
YouTube1 CNNEE2 Telemundo3

Univision4 TwitterEspanol5 ElUniversal6

Fig. 6. User interaction graph: English triad

examples found

In these figures, it can be observed that in the

case of the English tweets most of U.S. users

that talk about immigration were located (at time

of posting) in North America, Europe and India.

For the Spanish tweet distribution, the U.S. users

that talk more about immigration were located

in America (North America, Central America and

South America) and Europe.

Taking into account some examples of statistics

obtained from the dataset, it can be remarked the

importance of this kind of elements for a basic

understanding of the immigration phenomena.

The analysis of frequent elements on X and

Reddit provide an intuitive way for detecting

relevant words, users, topics, etc. This in

turn, provide insightful knowledge for implementing

more advance data representations (graphs).

6 Graph Analysis

In this section are described the patterns obtained

using more complex structures like graphs in the

context of a text mining approach (see Section

3). First, two graph representations are proposed:

one based on the interaction of words related

to immigration (word co-occurrence) and another

based on the interaction of users that talk about

the topic. Latter, the patterns/subgraphs obtained

are presented and described.

6.1 User Interaction Graph

Taking into consideration how users relate to each

other and the importance of this relationships

to understand social media synergy, a graph

that represents the interaction among users that

talk about immigration topics on X is proposed

(Reddit does not give much importance to

users as X does). Formally proposed graph

G = (V , E, LV , LE) has the following attributes:

1. V = {v1, ..., vn} is a finite set of vertices that

consists of the X users (@) contained in one or

several texts.

2. E ⊆ V × V is the finite set of edges which

represent that a user referenced other user or

that other user referenced him in another text.

3. LV is the label set of V , where each vertex has

the following properties:

– X user name: Name of the X user (@).

– X user ID: Unique identifier for this text.

– Followers count: The number of followers this

account currently has.
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Fig. 7. User interaction graph: Community of Spanish

users found

– Friends count: The number of users this

account is following (AKA their ”followings”).

– Statuses count: The number of text (including

re-texts) issued by the user.

– Favorites count: Indicates approximately how

many times a text has been ”liked” by X users.

– Listed count: The number of public lists that

this user is a member of.

4. LE is the label/weight set of E, where:

LE = #hashtags + #URLs + #interactions

that have in common two X users (two vertices).

As an example of this graph-based

representation, consider the following texts

extracted from two texts from X:

– User1: @ddlovato, Text1: @NumbersUSA

#ElectionDay #IVotedBecause I believe in

equality, we need comprehensive immigration.

– User2: @bigraven70, Text2: @NumbersUSA

I’m all for legal immigration #immigration. My

family came here legally and yours can too

#Trump URL.

Based on proposed properties, user and

text information previously preprocessed9 can be

mapped to the user interaction graph shown

9Something similar to the co-occurrence graph.

in Figure 4. In the user interaction graph,

the communication (edges) between X users

(vertices) that talk about the immigration in

English is considered.

The goal of this graph, is to take advantage of

the properties provided by X (and not by Reddit)

like the users (@), topics (#) and even the web

resources (URLs) to propose a weighting scheme

that could be used to uncover meaningful users,

communities and new interactions. This graph

can be seen as a special foaf graph10 [38] where

the relationships are oriented to model how users

relate to each other when they are mentioned in a

specific context.

6.2 Co-Occurrence Graph

Keeping in mind the relevance of lexical elements

(based on previous section) and the lack of

syntactic structure on social media documents. A

non-directed and unweighted graph representation

based on the co-occurrence [31, 40] of two

words is proposed.

The objective of this graph is to take advantage

of all natural interactions between words11 to

extract valuable lexical-syntactical patterns that

can not be obtain using traditional statistics.

Formally, the proposed co-occurrence graph

used in the experiments is represented by

G = (V , E, LV ),where:

1. V = {v1, ..., vn} is a finite set of vertices that

consists of the words contained in many texts.

2. E ⊆ V × V is the finite set of edges which

represent that two vertices are connected if their

corresponding lexical units co-occur within a

window of two words in the text at least once.

3. LV is the label set of V , where LV = {etq :
etq ∈ words}

As an example, consider the following sentence

ζ extracted from a text T : “Axel Rose needs to just

give up. Now. Not later, not soon, not tomorrow.”,

10Friend of a friend graph structure.
11The bond of one term over another one in the syntactic order.
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Fig. 8. User interaction graph: Link prediction examples found

which after the preprocessing stage12 would be

as follows: “axel rose needs to just give up now

not later not soon not tomorrow”. Based on the

proposed representation, preprocessed sentence

ζ can be mapped to the co-occurrence graph

shown in Figure 5.

The proposed co-occurrence graph captures

the syntactic interactions (edges) of all the words

(vertices) used when people discussed about

immigration in X-Reddit (for English and Spanish

languages). The idea of this graph is to obtain

relevant words, phrases and even sentences

that describe the way individuals write about

the topic for understanding attitudes, trends and

media consumption.

12This task includes lowercase all words in the texts and

elimination of punctuation symbols that are not part of the

ASCII encoding (except for @, # and URLs in the case of X).

6.3 Graph Properties

In order to understand the richness of the two

proposed graph structures (see Sections 6.1 and

6.2). Table 5 shows main features associated to

the co-occurrence graph and the user interaction

graph in the context of the social media sites

analysed. From table 5, it can be observed the

amount of vertices and edges created from the

social media dataset. This highlight the diversity of

information obtained trough several months as well

as the complexity of the data structures created.

Considering graph properties, upcoming sections

show results examples obtained by optimized

graph mining algorithms [30].

6.4 User Interaction Graph Results

As in the statistical phase, the main objective of

the user interaction graph is to obtain insightful

knowledge from social media.
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Table 7. Co-occurrence graph: Top words on X and Reddit

Centrality Measure English Language Words

Degree
RT1 immigration2 Trump3 passport4

USA5 migration6 people7 visa8

Closeness
immigration1 Trump2 election3 Clinton4

Illegal5 passport6 Obama7 Jobs8

Centrality Measure Spanish Language Words

Degree
RT1 pasaporte2 paisano3 indocumentado4

migrante5 EEUU6 frontera7 Europa8

Closeness
visa1 trabajo2 drogas3 migrante4

pasaporte5 frontera6 remesa7 Trump8

In this case, there are extract relevant users

from X based on distinct social network analysis

metrics (centrality, community detection and link

prediction). Table 6 show top X users in English

and Spanish languages using a reinterpretation of

a classic social network analysis called centrality

measures13 [9]:

– Degree centrality: Collect users who are more

referenced on immigration texts and users who

referenced many others about the topic.

– Closeness centrality: Obtain users who are

referenced immediately about immigration and

users who spread out information faster about

the topic.

– Betweenness centrality: Select people who

have access to a lot of users that talk

about immigration.

Other elements retrieved from the user

interaction graph are triad elements [24]. This

provide topological insight of the interaction of

three interconnected vertices. These kind of

subgraphs helps to understand how users spread

information about immigration and how close they

are in terms of their interactions.

13Graph Centrality refers to a family of structural measures

related to the position/importance of vertex in a

graph representation.

The triads with highest edge weight are

consider as relevant communities that maintain a

constant communication flow. Figure 6 display

some examples of triads found on English

language (something similar is performed for

Spanish language). In addition to the triad

detection, the uncovering of bigger communities is

also performed by the user interaction graph.

The edge-betweenness centrality [37] is used

for detecting high interconnected vertices on

the network. The idea of this technique, is

to gradually remove the weighted edges with

highest betweenness and recalculate the centrality

for all edges after every removal. This way

sooner or later the network falls off into smaller

components which are relevant user groups that

talk about immigration.

Figure 7 illustrates the types of user

communities obtained on the context of the

immigration topic for the Spanish language

(something similar is performed for English

language). Finally, there is a applied an

link prediction approach [28, 8] for inferring

new relationships among users based on the

topological structure of the graph and the weighted

scheme proposed.

This kind of technique analyzed the

neighborhood of vertices on the graph. Vertices

that have similar neighbors will have new edges

in the near future while vertices that do not share
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Table 8. Co-occurrence graph: Top phrases on X and Reddit

Centrality Measure English Language Words

Degree
RT1 immigration2 Trump3 passport4

USA5 migration6 people7 visa8

Closeness
immigration1 Trump2 election3 Clinton4

Illegal5 passport6 Obama7 Jobs8

Centrality Measure Spanish Language Words

Degree
RT1 pasaporte2 paisano3 indocumentado4

migrante5 EEUU6 frontera7 Europa8

Closeness
visa1 trabajo2 drogas3 migrante4

pasaporte5 frontera6 remesa7 Trump8

many neighbors will remain without change. Figure

8 show some examples of interactions inferred

using the link prediction and the user interaction

graph on the English language.

6.5 Co-Occurrence Graph Results

The use of a co-occurrence graph permit

to obtain insightful knowledge from texts that

comes from different social media. The

co-occurrence representation allow to extract

more complex patterns that do not depend

entirely of the frequency of occurrence of

texts (like in statistics). Tables 7, 8 and 9

show relevant examples of words, phrases and

sentences obtained by using the co-occurrence

representation and some of centrality measures14.

The following interpretations are proposed for

extracting elements from the graph:

– Words: Top ranked words by degree and

closeness centralities are extracted considering

that such elements could be highly mentioned in

the syntactic structure of immigration texts.

– Small phrases: Words that have a high

interaction with other words, regardless of their

syntactic relevance in the texts are suitable

candidates to obtain collocations15.

14Among different centrality elements, degree and closeness

demonstrate to be stable in the previous section.
15Pairs of words that always appear together in the texts.

So, the top ranked vertices/words according

to the degree centrality that are part of a

collocation are obtained.

– Sentences: Considering that vertices with

a high closeness centrality are words with

an important role in the syntactic sequence

of texts (they are reachable in the minimum

number of steps), the sentences that have

most of top ranked words according to this

centrality are extracted.

In table 7, top words are presented without

considering stopwords and special symbols. From

the words obtained, it can be observed that

degree centrality obtained words that people

mentioned immediately when the immigration topic

is discussed, while in the closeness centrality, the

words that play an active and central role in the

texts related to immigration are extracted.

In the case of the top phrases related to

immigration, Table 8 shows the top collocations

with stopwords but not special symbols. Analyzing

the collocations obtained using the degree

centrality it is possible to see the relevant subtopics

used when individuals write about immigration on X

and Reddit.

For top sentences related to immigration,

Table 9 show some examples that reflect the

most important attitudes and ideas related to

immigration. These examples are formed of words

with high closeness elements which implies that

these sentences could be used as a brief summary

of what people write about immigration.
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Table 9. Co-occurrence graph: Top sentences on X and Reddit

Centrality Measure English Language Sentences

Closeness

1. Your vote will make a difference. #vote

2. I voted for Trump because illegal immigration is Illegal

3. The Era Of Climate Migration Meets Violent Borders

4. We are more concerned about immigration than any other nation

Centrality Measure Spanish Language Sentences

Closeness

1. Presidencia de Trump despierta temores entre indocumentados

2. No podemos esperar nada bueno de biden y kamala.

3. ¿SERA? Mexico, preparado ante deportación de mexicanos

4. Cancelación de la #deportacion de #EstadosUnidos?

7 Conclusions and Future Work

An approach that implements a text mining

method based on statistical and graph analysis

has been presented. Results obtained highlight

the relevance of the implemented method and

the importance of extracted patterns (statistical

and graph ones) for explaining the nature of the

immigration topic. Considering the theoretical

implications of this mining method, the practical

benefits associated are the following:

– The analysis of classic statistical metrics

(frequency mainly) provide initial insight

associated to immigration topic, and supply

information for creating the graph-based

representations proposed (like which

centrality measure used considering the

frequencies found).

– For mining the immigration topic, the user

interaction graph and the co-occurrence graph

with a window of two words show to be a very

effective option to extract important information

of texts, revealing that the co-occurrence graph

not only works for classic NLP problems

[10] but also for extracting distinct types of

lexical/syntactical patterns on social media.

In the case of the user interaction graph, this

showed to be a really good option to understand

the dynamics of users in a specific network but

it is necessary to test this kind of graph in other

trending topics.

– The use of co-occurrence windows of two

words allows to map the natural relationship

of terms, which facilitate the analysis of

lexical and syntactical elements of texts related

to immigration.

– The co-occurrence graph can be used to extract

topologically important words, phrases and even

complete sentences that represent what people

think or express when they write about the

immigration topic.

– The user interaction graph permits to map the

way in which X users relate to each other in

the context of a specific topic, instead of just

mapping the static relations that users have with

others on a social network like in the classic

friend of a friend graph.

– A weighted scheme on the interaction graph

permits to evaluate in a more accurate way

the user communication, considering the topics

in common, the URLs and the frequency of

occurrence between vertices.
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This schema ultimately leads some graph

mining algorithms (triad and community

detection as well as link prediction) to find

strong relationships between users that have

multiple elements in common when they write

about immigration.

– One of the major differences between the

co-occurrence graph and the user interaction

graph is that the co-occurrence of words can

be applied to any kind of text document as long

as the texts have a known encoding (like UTF-8

or ASCII). So, co-occurrence graphs offer more

flexibility because they can be used in any text in

any language with minimum preprocessing while

the interaction graph permit an accurate analysis

of X due to the social media specific properties.

Research on the use of a text mining approach

continues in favor of improving obtained findings,

keeping in mind the complexity of the use of

graphs. Ongoing and future work includes the

following actions:

– Work with experts on the U.S immigration

problem to identify the impact of extracted

patterns over decision making.

– Extract new features from graphs associated

to the distinct levels of language to improve

previous results [34].

– Experiment with other graph-based

representations for documents that include

semantic information related to texts [26].

– Applying different visualization methods on

graph structures to present and understand

obtained textual information in a more natural

and easy-to-understand manner [25, 16].

– Analyze other trending topics like healthcare,

news diffusion, etc. [1, 12], for testing the

behavior of proposed graphs when applied to

other real-world text documents.
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Abstract. COVID-19 is a virus that has spread rapidly
over the globe. The condition has repercussions
beyond the realm of public health. Twitter is one
platform where people post reactions to events during
the outbreak. User-generated information, like tweets,
presents unique challenges for sentiment analysis on
Twitter data. With that in mind, this work employs
four methods for analyzing Twitter data in terms of
sentiment: the vector space model (TF-IDF) with three
different ensemble machine learning models (voting,
bagging, and stacking) and BERT (Bidirectional Encoder
Representations from Transformers). Experiments
showed that BERT outperformed the other three
techniques, with an F1-score of 74%, a precision of
74%, and a recall of 74% for categorizing five sentiment
classes on data from a Kaggle competition (Coronavirus
tweets NLP-Text Classification).

Keywords. Ensemble machine learning, deep learning,
voting, bagging, stacking, BERT.

1 Introduction

Several social media platforms are generating
enormous volumes of text data these days,
which has sparked a renewed interest in data
processing to uncover the data’s underlying
meaning in a broader setting. Because Twitter
data are accessible to the public and handled

transparently, they may be used to investigate
novel natural language processing (NLP) and data
mining approaches, such as sentiment analysis
[4]. The personal information, opinion, or polarity
communicated in phrases or paragraphs may be
extracted via sentiment analysis.

A valuable technique that offers real-time
monitoring and decision-making capacities in the
battle against the COVID-19 epidemic is sentiment
analysis of data from social media platforms such
as Twitter. This kind of analysis may be used
to extract information from raw data. Many
nations have implemented steps like isolation,
quarantine, lockdown, or social distancing to
address social media fears about the COVID-19
pandemic [13, 18].

However, different ethnicities and cultures have
different methods of expressing their ideas. No
matter the topic (health, politics, sports, or
entertainment), people in one nation may react
more passionately than others. Data-driven
machine learning (ML) techniques predict [11, 23].

ML algorithms are widely utilized in health
informatics [12, 5], pandemic predictions [13, 31],
autism prediction [16], and many other fields. Many
researchers have used ML systems to analyze
Twitter sentiment. Villavicencio et al. [29] used
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Fig. 1. Proposed scheme diagram

the Naı̈ve Bayes classifier to analyze COVID-19
vaccination tweets in the Philippines and obtained
81.77% accuracy. The classifier was tested on
11,974 manually tagged tweets. Khan et al.
[17] used the Naı̈ve Bayes classifier to sentiment
score 50,000 COVID-19 tweets and discovered
19% positive and 70% negative tweets. The
authors of [15] employed deep learning classifiers
to categorize 600 COVID-19-related tweets by
sentiment. H-SVM had the most remarkable

accuracy (86%), recall (69%), and F1-score (77%),
among the classification methods employed in their
research. Gupta et al. [9] investigated Twitter
users’ perceptions of the impact of weather on
SARS-CoV-2 transmission.

The research filtered relevant tweets
(n = 28555) using 11 ML algorithms and classified
annotated tweets (n = 2442) into sentiment
labels. The relevant tweet dataset showed 40.4%
ambiguity regarding weather’s influence, 33.5%
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Table 1. Sample Tweet data for sentiment classification

OriginalTweet Sentiment

The Home Depot is limiting the number of customers allowedinto its
stores at any one time Positive

I SERIOUSLY DOUBT anyone will be voting for ANY RepublicanPlease
wear a mask take hand sanitizer and vote these bastards out ExtremelyNegative

I thought I would save more money by being quarantined butonline
shopping determined that was a lie. ???\r\r\n #CoronaCrisis Extremely Positive

no effect, and 26.1% some effect on SARS-CoV-2
transmission. Latent Dirichlet Allocation (LDA)
modeling was used to identify COVID-19-related
topics from Twitter data [6, 1].

The researchers in [27] assessed machine
learning classifiers on 7528 COVID-19 tweets.
Automatic Twitter annotation yielded 93% accuracy
in the trial. This research indicated that ML
techniques were widely employed for COVID-19
tweet sentiment analysis and categorization. Due
to the COVID-19 epidemic, no research has
explicitly investigated ensemble ML models for
sentiment analysis.

Nemez [22] employed a trained Recurrent
Neural Network (RNN) to assess the percentage
of positive, neutral, and negative attitudes in a
coronavirus-related Twitter dataset. RNN forecasts
showed 24.8% more positive tweets on May 13-14,
2020. Rustam [27] examined RF, XGBoost, SVC,
ETC, DT, and LSTM for sentiment analysis. LSTM
performed worse in that trial. The training data for
the LSTM were insufficient.

Chakraborty [3] used a fuzzy approach using
a Gaussian membership function to predict
Twitter sentiment with 79% accuracy. According
to particular research, sentiment analysis on
Twitter data is difficult owing to the diversity,
writing faults, and non-standard sentence
patterns of user-generated information. This
study analyzes COVID-19-related Twitter data
using ensemble machine-learning methods and
deep-learning models.

Voting, bagging, stacking, and BERT
(Bidirectional Encoder Representations from
Transformers) were tested for COVID-19 Twitter
sentiment analysis. Coronavirus tweets’ NLP-Text

Classification Kaggle competition data already
contains a sentiment class [20].

The following section presents the proposed
scheme for sentiment analysis of COVID-19
tweets. Furthermore, Section 3 discusses the ML
and deep learning model findings in detail. The
final section concludes the article and highlights
its limitations.

1.1 Proposed Scheme

The methodological overview of the sentiment
analysis process is shown in figure 1. In the
data accession step, the COVID-19-related tweets
data were collected from Twitter. Moreover, the
collected dataset was preprocessed, followed by
word representation, classification methods, and
performance measurement.

1.2 Data Acquisition

We have collected English-language tweets related
to the coronavirus that were posted on Twitter
between January 1, 2020, and December 31,
2020, sourced from several countries around the
world through the pandemic timeline, and they are
available at [20].

A set of predefined and widely used science
and news media terms related to coronavirus,
such as “COVID-19”, “coronavirus”, “lockdown”,
“isolation”, “quarantine”, “pandemic” and
“ncov-2020” was used to collect tweets.

The data consisted of training data (41157) and
testing data (3798). The sample of the tweets
and the sentiment classes, according to Table
1 shows the sample Tweet Data for Sentiment
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Fig. 2. Class distribution of the dataset

Classification, and Figure 2, shows the data
distribution in each class for data with five classes.

1.3 Data Preprocessing

Raw data must be treated in a preprocessing
stage before it can be successfully used with
machine learning algorithms. This stage prepares
the data to be used. This system performs its
data preprocessing with the assistance of Natural
Language Processing [24].

The text data are, first and foremost, changed
to lowercase during this stage. This form has
all stop words eliminated, and the corresponding
contractions have been changed. In the Python
NLTK package, a list of stop words is defined,
which is used in this procedure.

Additionally, a custom function is developed to
substitute contractions to finish the job. In order
to reduce the likelihood of confusion, a check for
spelling errors is carried out. The first step is
to replace uppercase with lowercase. Following

this step, the text will have any special characters,
URLs, HTML tags, and stop words removed.

The text data is subjected to one more
round of tokenization [14], normalization, and
lemmatization. When it comes to natural language
processing, there are three critical functions known
as stemming, tokenization, and normalization used
for preprocessing text before classification.

1. Tokenization: In natural language processing
(NLP), tokenization divides text content into
smaller components. A token is a name given
to each unit. Every single word is turned into a
token for this work [8].

2. Stemming: In stemming, the morphological
forms of a word are converted back to their
stems under the assumption that each form is
semantically related to the others. The stem
does not need to be a term already present in
the dictionary. Nevertheless, after stemming is
complete, all of the stem’s variants should map
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Fig. 3. The results obtained by the different machine learning models

to this form. When utilizing a stemmer, two
things need to be taken into consideration [21]:

(a) It is reasonable to presume that the various
morphological variants of a word have the
same core meaning, and they should thus
all be mapped to the same stem.

(b) It is essential not to confuse words that
do not have the same meaning with
one another.

These two rules are sufficient so long as the
stems produced are helpful for the programs we
use for text mining and language processing.
In most contexts, stemming is understood
to function as a mechanism that improves
recall. Compared to languages with a more
complex morphology, the influence of stemming
is not as strong in languages with a relatively
simple morphology.

3. Normalization: It is the process of converting an
odd text into its typical form.

People occasionally use a term
unconventionally to convey their meaning
[19]. This content has to be reformatted into

its proper form, and any spelling errors need to
be corrected.

4. Extracting Features: By extracting features from
text and representing them as a vector of real
numbers, a procedure known as “text feature
extraction” can be performed [26, 10].

In this study, we used a technique called
TF-IDF that generates a vector containing a set of
real-valued features for each text, with the value
of each feature depending on how often a specific
word occurs in the text.

2 Building Models

Four different ML models were built using
preprocessed tweets. The ML models were trained
using the training dataset, while the performance of
the models was evaluated using both the training
and test datasets. The ML models are analyzed in
detail in the following subsection.
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Table 2. Performance measures for the proposed models

Models Accuracy Precision Recall F1-score

Voting Classifier 0.60 0.62 0.63 0.64

Bagging Classifier 0.61 0.61 0.63 0.65

Stacking Classifier 0.64 0.64 0.65 0.66

BERT (Base) 0.73 0.74 0.74 0.74

2.1 Analyzing Machine Learning Models

2.1.1 Voting

A voting ensemble technique is a machine learning
model that produces a single final prediction by
combining the predictions of multiple machine
learning models [28]. Because all the training data
were used to train the models with this ensemble
method, they should each have their personality.
When performing regression tasks, the result is the
mean of the predictions made by the models.

Instead, two methods are available: hard
voting and soft voting, which can be used to
estimate the final output of classification problems.
Voting’s primary purpose is to enhance generality
by correcting flaws specific to each model. This is
especially important when the models perform well
on a predictive modeling problem.

2.1.2 Bagging

Bagging subsamples of training data to improve
one classifier’s generalization performance.
Overfitting models benefit from this strategy.
Bagging data from subsamples includes
bootstrapping and aggregating. This method
uses random sampling with replacement to
resample the data, which overlaps training
data. Regression voting or classification voting
yields the final prediction for each data set.
This strategy improves very little because the
classifier’s hyperparameters do not vary from
one subsample to another. This bias-reduction
strategy is expensive and will not help with
volatility. It reduces variance by better generalizing
when the data is overfitted but not under fitted.

2.1.3 Stacking

Stacking ensemble models employ weighted voting
to avoid all models contributing equally to the
forecast. Stacking models have base models
and meta-models (models that learn how to
combine the predictions of the base models).
Linear regression is used for regression, and
logistic regression for classification. Out-of-sample
base model predictions teach the meta-model.
In other words, (1) data not used to train
the base models are fed to them, (2) they
make predictions, and (3) these predictions and
the ground truth labels are utilized to fit the
meta-model. Regression problems use predicted
values. The affirmative class prediction is usually
the input for binary classification problems. Finally,
the multi-class classification uses the projected
values for all classes.

2.1.4 BERT Classifier

BERT is a deep learning model that excels at NLP
tasks. One output layer may fine-tune BERT’s
deep bidirectional representation [2]. This paper
used BERT-Base. Moreover, BERT-Base has 12
layer/transformer blocks, 768 hidden units, and
12 self-attention heads with 110 M optimized
parameters. BERT employs a 30000-word set of
fundamental embeddings [30].

The input representation is the token, segment,
and position embeddings total. Furthermore,
for preprocessing data, both [CLS] and [SEP]
were used as a classification token and a
sentence marker, respectively. Additionally, the
sentiment categorization output layer comprises
[CLS] representation.
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3 Experimental Results
and Discussion

This section briefly discusses the study of different
ML ensemble algorithms for the category of
user sentiment under different labels (extremely
positive, positive, extremely negative, negative,
and neutral). The ML models were created and
examined using the scikit-learn [25] package and
the Python programming language.

The manually labeled dataset was split 80/20
randomly between the training and testing phases.
As a result, 80% of the data were classified as
training data, and 20% as testing data. The
grid search tuning approach [7] was used to
tune the hyperparameters, which can regulate
how the algorithms learn, to identify the best
hyperparameters for the utilized models.

The algorithms’ performance was evaluated
using precision, recall, and the F1-score. The
experiment was conducted to discover the best
parameters for each method used to classify the
sentiment data of the COVID-19 tweets. Tweets
with five classes were used in the experiment.

The first time we used the popular machine
learning algorithms with the data representation of
TF-IDF, the figure 3 shows the results obtained,
such as the algorithms used: Logistic Regression
(Lr), Support Vector Machine (SVM), Naı̈ve
Bayes (NB), K-Nearest Neighbors (KNN), Random
Forest, Gradient Boosting, and AdaBoosting. Then
the best models (such as those with accuracy
above 50%) were selected to build the ensemble
models (voting, bagging, and staking). Finally, the
BERT models were used.

3.1 Voting Classifier (VC) Setup

To obtain the final predicted labels, hard voting,
also known as majority voting, was used in this
study among the Decision Tree (DT), Support
Vector Classifier (SVC), and Logistic Regression
(LR). The precision, recall, and F1-score for the VC
model on the test dataset were 98.9%, 99.5%, and
99.3%, respectively.

3.2 Bagging Classifier (BC) Setup

The outputs from the predictive models are
then applied to a voting scheme for better
categorization. The basic estimator for training
the BC model in this investigation was a
Logistic Regression with nestimators = 100. The
bagging classifier’s accuracy, precision, recall, and
F1-score on the testing dataset were 61%, 61%,
63%, and 61%, respectively (see Table 2).

3.3 Stacking Classifier (SC) Setup

The proposed SC model’s design consisted of
two levels. The VC and BC models discussed
above made up the first layer of the SC model,
and a logistic regression model made up the
second layer.

For every observation and test in the dataset,
two distinct models were used to generate
the conclusions. The judgments attained by
these methods served as input features for the
second-layer LR model.

The second-layer model then delivered the
result based on the input features. The SC model’s
accuracy, precision, recall, and F1-score were
64%, 64%, 65%, and 65% on the training set,
respectively (see Table 2).

3.4 BERT Setup

The BERT process was divided into two
stages: pre-training and fine-tuning. The BERT
architecture was trained on several tasks using
unlabeled data during the pre-training phase. This
was achieved so that it could be used later.
Then, for fine-tuning, BERT was trained on the
data utilized in this research, namely the tweets
from the COVID-19 event. During the fine-tuning
process, the used parameters included learning
rates of 10-5, a batch size of 32, and a maximum
iteration of 15 epochs.

Within the framework of the sentiment
categorization method that uses BERT, the
following parameters were observed: (a) the total
number of effective classes is five; (b) the learning
rate is 10e-5. Table 2 and figure 4 present the
findings of the performance evaluation of the
sentiment categorization using BERT.
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Fig. 4. Performance of different models

The best performance achieved was 0.74
(precision), 0.74 (recall), and 0.74 (F1-score) for
classifying the five sentiment classes.

4 Conclusion

In this paper, the sentiment classification of the
COVID-19 tweets dataset was investigated by
comparing two sentiment classification schemes.
The first scheme included ensemble ML models to
classify tweets into five classes.

The Stacking Classifier showed the highest F1
score of 65% in this scheme, while Voting Classifier
and Bagging Classifier models showed promising
results, indicating that ensemble ML models can be
used for sentiment analysis. The second scheme
is sentiment classification using BERT.

The classification results achieved by BERT
were better than the first scheme, reaching 74%
(F1-score), 74% (precision), and 74% (recall) for
the classification of five sentiment classes. Future
studies may focus on trying different encoders,

such as the variants of BERT and Word2vec, for
text embedding to find the best suitable encoding
for the classifiers and get better outcomes.
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Abstract. The task of chunking involves dividing a 
sentence into smaller phrases by identifying a limited 
amount of syntactic information. This process involves 
grouping together consecutive words to form phrases, 
also known as shallow parsing. Chunking does not 
provide information on the relationships between these 
phrases. This paper describes our approach to building 
chunking models for Arabic text using deep learning 
techniques. We evaluated several training models and 
compared their results using a rich data set. The results 
we obtained were highly encouraging when compared to 
previous related studies. 
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1 Introduction 

Text parsing is a critical aspect of natural language 
processing (NLP) and has received significant 
attention since the early days of NLP. The 
information generated by parsing is valuable for 
various NLP applications, such as automatic 
summarization, author profiling and named entity 
recognition [1]. Parsing can either be shallow or 
deep. Shallow parsing, also known as chunking, 
focuses on identifying the boundaries of larger 
constituents or phrases, while deep parsing goes 
further by identifying both the constituents and their 
internal structure. The two types of parsing require 
different amounts of information and produce 
different results. 

The chunking task can be approached through 
two main methods: the grammar-based approach 

and the machine learning approach [2] The former 
uses a set of grammatical rules, while the latter 
employs machine learning techniques and relies 
on annotated data. This paper details our 
experiments on chunking Arabic text using various 
deep learning architectures. The structure of this 
paper is as follows: 

In Section 2, we outline the fundamental 
concepts of the chunking task. Section 3 discusses 
the syntactic ambiguities in Arabic. Section 4 
reviews prior research on chunking in Arabic. In 
Section 5, we describe our deep learning models 
and approach to chunking Arabic text. Section 6 
presents the evaluation process and results 
obtained. Finally, in Section 7, we present our 
conclusions and suggest avenues for 
future research. 

2 Chunking Task Background 

In 1991, Steven Abney proposed an approach to 
parsing that involves identifying groups of words 
that are syntactically correlated [3]. He argued that 
when we read, we do so in chunks, and therefore 
chunking involves dividing a sentence into smaller 
parts that are syntactically related. Chunking can 
be seen as an intermediate step towards full 
parsing as it provides part of the complete syntactic 
structure of a sentence. 

Initially, the chunking task focused on 
recognizing noun phrases (NPs), which is known 
as noun phrase chunking. Lance Ramshaw and 
Mitch Marcus tackled NP-chunking using a 
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machine learning method [4]. They recognized 
various chunks but categorized every chunk that 
was not a NP as a VP chunk. 

This work inspired many other studies that have 
investigated the application of learning methods to 
noun phrase chunking. Later, researchers focused 
on other constituents of sentences such as VP, PP, 
ADJP, or ADVP to provide a more comprehensive 
description of the sentence. The following example 
shows a chunked Arabic sentence [5]. 

3 Sources of Ambiguity in Arabic 
Language 

Arabic, like all Semitic languages, has a complex 
morphology and a vast vocabulary, making it more 
challenging to parse than other natural languages 
[6]. In addition to common linguistic features like 
coordination, anaphora, and ellipsis found in Latin-
based languages, Arabic has unique 
characteristics that pose difficulties in the parsing 
process [7]. 

3.1 Unvocalisation 

The lack of vowels in written words, known as 
unvocalization, leads to grammatical ambiguity. 
Words without vowels in their written 
representation can't effectively differentiate 
between different grammatical interpretations and 
meanings, as a single word can have multiple 
grammatical variations. 

As a result, unvocalized text is more ambiguous 
than text with vowels [8, 9]. According to Debili's 
statistics (Debili et al., 2002), 74% of Arabic words 
have more than one vocalization option. 

The ambiguity rate for grammatical 
interpretation is higher in unvocalized words, with 
an average rate of 8.7, compared to an average 
rate of 5.6 for vocalized words. Table 1 provides an 
example of a single unvocalized word with its 
various vocalized forms. 

3.2 Agglutination 

In Arabic, there is a distinct occurrence known as 
agglutination, where words such as articles, 
prepositions, pronouns, etc. can be attached to 

adjectives, nouns, verbs, and particles that they 
are associated with. 

This leads to complex syntax, resulting in 
unusual sentence structures. In fact, an 
agglutinative form can even make up an entire 
sentence, as demonstrated in table 2. In such 
instances, specific processing is necessary to 
determine the correct syntactic structure of 
the sentence. 

3.3 Words Order 

The arrangement of words in Arabic is flexible. 
Typically, the word that is intended to be 
emphasized is placed at the beginning of the 
sentence and the word with the most meaning or 
tone is placed at the end. This freedom in word 
order results in artificial syntactic confusion and 
makes constructing grammar more difficult. 

To account for all possible correct word 
arrangements in a sentence, grammar rules must 
include all combinations. Table 3 demonstrates the 
impact of changing the order of words. The order 
of words in this sentence can be rearranged, 
resulting in the two structures shown in Table 4 
and 5. 

3.4 Recursive Structure 

The frequent use of recursive structures is another 
characteristic of Arabic texts. The presence of 
nested structures is common in Arabic as well as 
in other natural languages, but it occurs more 
frequently in Arabic due to some propositions 
being able to play a role within other propositions. 
For example: 

الشرطة هي التي قبضت على المجرم الذي ضل هارباً 
ة طويلةمد . 

(The police have arrested the criminal who 
remained on the run for a long time). 

 

Fig. 1. An instance of chunking in modern 
standard Arabic 
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It is a nominal sentence, while the proposition 
 :is also a nominal sentence (خبر)

 هي التي قبضت على المجرم الذي ضل هارباً مدة طويلة

(Have arrested the criminal who remained on 
the run for a long time). 

In the aforementioned example, it is even 
challenging to segment the text into sentences 
because of the numerous propositions that are 
interdependent and do not belong to the same 
syntactic level. This lack of independence leads to 
Arabic sentences being of unlimited length. 

4 Related Works 

Compared to the research conducted in English 
and other languages, there is a scarcity of studies 

on the Arabic chunking problem. Only four works 
can be found that specifically address the Arabic 
chunking task. In 2004, Mona Diab and colleagues 
[11, 12] carried out tokenization, POS tagging, and 
used an SVM-based method for Arabic 
text chunking. 

They utilized an existing SVM tool [13]. The 
features used in their system were words and POS 
annotations, along with a context window of -2/+2. 
The system was evaluated on 400 sentences and 
produced a chunking performance of 92.06% 
precision, 92.09% recall, and 92.08 F-measure. 
This research was the first of its kind. Diab later 
used the same SVM tool and trained their model 
using the Arabic Treebank with a modified POS tag 
set [12]. 

They reported an F-measure chunking 
performance of 96.33%. Mohammed and Omar 

Table 1. An illustration of ambiguity due to the unvocalization phenomenon 

Unvocalized Word Vocalized Forms Buckwalter Transliteration Translation 

 فهم

 fahima He understood فَهِمَ 
مَ   fah~ama He explained فَهَّ
 fuhima It has been understood فهُِمَ 
 fahomN Comprehension فَهْمٌ 
 fahumo Then them فَهُمْ 
 faham~a Then started فَهَمَّ 
… … … 

Table 2. A sample of a sentence in an agglutinative form (one word) 

Sentence Buckwalter transliteration Gloss 

 .wastaqbalahum (Then he welcomed them) واستقبلهم

Table 3. Arabic sentence, order 1 

Arabic sentence  ذهب الولد بعلملاإلى 

English translation to the stadium the boy went 

Form complement subject verb 

Table 4. Arabic sentence, order 2 

Arabic sentence  الولد ذهب بعلملاإلى 

English translation to the stadium went the boy 

Form complement verb subject 

Table 5. Arabic sentence, order 3 

Arabic sentence بعلملاإلى  ذهب .الولد 

English translation the boy went to the stadium 

Form subject verb complement 
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[14] describe the development of an Arabic shallow 
parser based on a rule-based approach. 

The chunking which constitutes the main 
contribution are achieved on two successive 
stages that include grouped sequences of adjacent 
words based on linguistic properties to identify 
each of NPs, VPs and PPs. Since the aim of the 
research is to generate results at two levels, the 
final results adopted were based on the second 
level results. 

Tested on only 70 sentences, their system 
achieved F-measure of 97%. Ben-Fraj and 

Kessentini [15] proposed an approach for chunking 
Arabic texts based on a combinatorial 
classification process. 

It is a modular chunker that identifies the chunk 
heads using a combinatorial binary classification 
before recognizing their types based on the parts-
of-speech (POS) of the chunk heads, 
already identified. 

For the experimentation, the authors used 226 
sentences as training data. They obtained 80.46% 
accuracy for the full chunking process. 

Table 6. Comparative summary of related works 

Works Approach Training Data Testing data Results 

[12] Machine learning-Based 18 970 sentences 2337 sentences F-measure 91.44% 

[14] Grammar-Based - 70 sentences F-measure 97% 

[15] Machine learning-Based 2300 words 283 sentences Accuracy 80.46% 

[16] Machine learning-Based 10 100 sentences 2524 sentences 

Accuracy 96.54% 
F-measure 76,23% 

Recall 73,86% 
Precision 81,57% 

 

Fig. 2. Proposed method architecture 

Table 7. Features list 

Feature Description 

w[t] the word being proceeded 

w[t+1] the word on right vicinity at position t+1 

w[t+2] the word on right vicinity at position t+2 

pos[t] the POS annotation of w[t] 

pos[t+1] the POS annotation of w[t+1] 

pos[t+2] the POS annotation of w[t+2] 
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Khoufi et al. developed a machine-learning 
based model for Arabic text chunking [16]. They 
utilized CRFs (Conditional Random Fields) for 
training the model. 

The training data was derived from the PATB 
syntactic trees (80% of the ATB) and included 
words and their part of speech annotations as 
features, with a context window of -2/+2 words 
centered around the word being processed. 

The model also considered bigrams and 
trigrams of words and POS annotations. 

The model was tested on 20% of the PATB 
corpus, representing 2524 sentences, and 
achieved an accuracy of 96.54%. 

A summary of their study of Arabic chunkers is 
presented in Table 6. 

5 Proposed Method 

This section presents the design of our 
proposed method. Our approach is based on deep 
learning technology for chunking Arabic text, as 
opposed to a rule-based method. 

This is because constructing a grammar that 
encompasses all the exceptional and specific 
syntactic structures in Arabic is highly challenging, 
if not impossible.  Our method involves using an 
annotated corpus, a set of features, and a model, 
which will be discussed in the subsequent section. 

Table 8. An instance of an annotated sentence based on the IOB notation model 

Sentence . 2016 صفاقس عاصمة الثقافة العربية  

Transliteration . 2016  AlErbyp  AlvqAfp  EASmp  SfAqs  

Traduction . 2016  Arab  Culture  Capital  Sfax  

Annotation IOB O I-NP I-NP I-NP B-NP B-NP 

 

Fig. 3. A segment of the training corpus in its original XML tree format 
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Figure 2 illustrates the design of our approach, 
where a portion of the annotated corpus (80%) 
undergoes pre-processing using features, the 
Word2Vec model, and the IOB notation scheme. 

This generates a model that is used to analyze 
sentences. The model's performance is then 
evaluated using the remaining portion of the 
annotated corpus (20%) through cross-validation. 
Detailed information regarding our method can be 
found in subsequent sub-sections. 

5.1 Our Features 

The selection of features is crucial in machine-
learning algorithms as it has a significant impact on 
the accuracy of labeling. Features determine what 
information is extracted from the annotated corpus 
during the training phase. In this study, we chose 
to use the word itself (W) and its Part-of-Speech 
(POS) annotation as our features. 

These features capture the characteristics of 
the word at position t by utilizing information from 
the surrounding words. The features utilized for the 
training phase are shown in Table 7. 

5.2 Used Tag Set 

For our experiment, we employ the tag set of the 
PATB, which consists of 23 tags: S, NP, VP, SQ, 

PP, SBAR, SBARQ, NX, PRN, PRT, QP, ADJP, 
ADVP, FRAG, WHNP, WHPP, WHADJP, 
WHADVP, CONJP, INTJ, NAC, UCP, X. 

In addition to these tags, we use the IOB 
notation model, where each word is tagged with a 
chunk label and one of three additional tags: 

− B for the first word of a chunk,  

− I for a non-initial word in a chunk,  

− and O for a word outside of any chunk. 

This increases the number of tags in the tag set 
to 46, as each tag in the tag set becomes either an 
I or B tag. For example, NP can be represented as 
two chunk types, I-NP or B-NP. Table 8 provides 
an example of an Arabic sentence tagged using 
the IOB scheme, with the English Translation 
shown in the right-to-left direction. 

5.3 Training Corpus 

The Penn Arabic Treebank was established by the 
Linguistic Data Consortium (LDC) at the University 
of Pennsylvania [17]. It is composed of data 
obtained from standard and modern Arabic 
linguistic sources, consisting of 402,291 tokens 
and 12,624 sentences. 

The texts in the corpus do not contain any 
vowels, as is typical in most written Arabic texts. In 
our experiments, we used version 3.2 of this 
corpus. In order to perform the training phase, the 
training corpus must be pre-processed to 
incorporate the IOB notation scheme and the 
selected features along with their context window. 

This pre-processing step transforms the PATB 
corpus from its original tree format into a vector 
format. Figure 3 displays the original format of the 
training corpus. 

5.4 Training Experiments 

For the training stage, we utilize the Word2Vec 
model for constructing word embeddings. 
Word2Vec is a widely used method for building 
word embeddings and was first introduced by [18]. 
There are two variations of the Word2Vec model 
for learning word embeddings: 

The Skip-gram and CBOW (Continuous Bag of 
Words) models. Each of these models consists of 
three layers: an input layer, a hidden layer, and an 

 

Fig. 4. Evaluation results comparison 

 

Fig. 5. Accuracy results 
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output layer, with the output layer consisting of 
neurons with a SoftMax activation function. 

− The CBOW architecture enables prediction of 
a word based on its context, using a word 
window to the left and right. This model 
assumes that the order of the context words 
has no effect on the projection, and the 
projection layer is shared among all words. 
Learning word embeddings with the CBOW 
architecture involves predicting a word based 
on its context, by calculating the vector 
obtained by summing the embeddings of the 
context words, and then applying a log-linear 
classifier to predict the target word.  

− The Skip-gram architecture is also a three-
layer log-linear neural network. Unlike the 
CBOW model, it allows for predicting a context 
window given the word at the center of the 
context. The central word serves as the input 
to the network, and the words in the context 
form the output. The goal is to predict, for a 
given word, its context, so that the embedding 
of any word is close to the embeddings of 
words in the same context. 

In this study, we utilized the CBOW architecture 
for word embedding construction as it is a widely 
used method in NLP and has produced positive 
outcomes in previous NLP studies such as [19]. 
Today, Recurrent Neural Networks (RNNs) are the 
most commonly used systems in various machine 
learning tasks. 

They are frequently utilized in computer vision 
(such as image classification, object detection, 
segmentation, etc.) and natural language 
processing (such as automatic translation, voice 
recognition, language models, etc.). In our Arabic 
chunking task, we experiment with three different 
RNN architectures (LSTM, BILSTM, GRU), which 
we present below, to compare their performance. 

5.4.1 LSTM 

Long Short-Term Memory (LSTM) is a deep 
learning-based RNN architecture that has 
feedback connections, unlike regular feedforward 
neural networks. LSTM can handle not just 
individual data points (such as images), but also 
sequential data (such as speech or video) [20]. 

LSTMs are designed to address the vanishing 
gradient problem that occurs in traditional RNNs, 
which can make it difficult for the network to 
capture long-term dependencies in sequential 
data. In an LSTM, the network has a hidden state 
that is updated at each time step. 

The update is controlled by three gates: the 
input gate, the forget gate, and the output gate. 
The input gate determines how much of the new 
input should be added to the current hidden state, 
the forget gate determines how much of the 
previous hidden state should be forgotten, and the 
output gate determines how much of the new 
hidden state should be output. 

Applications of LSTM include unsegmented 
handwriting recognition [21], speech recognition 
[22], and network traffic anomaly detection or 
intrusion detection systems (IDSs). 

5.4.2 BILSTM 

Bidirectional Long Short-Term Memory (BILSTM) 
is a type of recurrent neural network architecture. 
In a traditional LSTM, the input sequence is 
processed in one direction, from the beginning to 
the end. However, in a BILSTM, the input 
sequence is processed in two directions 
simultaneously: one forward and one backward. 

The BILSTM consists of two LSTM layers, one 
processing the input sequence in the forward 
direction and the other in the backward direction. 
The outputs of both the layers are concatenated at 
each time step to form the final output of 
the BILSTM. 

 

Fig. 6. Results comparation between our DL models and 
CRF model 
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This allows the model to capture both the past 
and the future context of each input token, which 
can be useful in many sequence modelling tasks. 
The BILSTM has been widely used in various 
natural language processing tasks such as part-of-
speech tagging, named entity recognition, 
sentiment analysis, and machine translation [23], 
among others. It has been shown to outperform 
traditional LSTM models in many of these tasks. 

5.4.3 GRU 

Gated Recurrent Units (GRUs) are gating 
mechanisms in RNNs, first introduced in 2014 by 
Kyunghyun Cho et al. [24]. GRUs are similar to 
LSTMs, but have a simpler structure with fewer 
parameters, making them faster to train and less 
prone to overfitting [25]. In a GRU, the network has 
a hidden state that is updated at each time step. 

The update is controlled by two gates: the reset 
gate and the update gate.  

The reset gate determines how much of the 
previous hidden state should be forgotten, while 
the update gate determines how much of the new 
input should be added to the current hidden state. 

The update gate and reset gate are both 
sigmoid functions that take as input the current 
input and the previous hidden state.  

The output of these gates is then used to 
update the hidden state. Unlike LSTMs, which 
have separate memory cells, GRUs use a single 
hidden state to store information about the 
input  sequence. 

GRUs have shown comparable performance to 
LSTMs in tasks such as polyphonic music 

modelling, speech signal modelling, and natural 
language processing [26], and even better 
performance on smaller and less frequent 
datasets [27]. 

6  Evaluation Results and Discussion 

In order to evaluate the models, we divided the 
PATB corpus into two parts, with 80% consisting of 
10,100 sentences for training and 20% consisting 
of 2,524 sentences for testing.  

The unvocalized version of the Treebank was 
used for all experiments and all the data was 
sourced from the parsed trees in the Treebank. 

By using the unvocalized version of the 
Treebank, we ensure that our results are 
consistent and comparable with other studies that 
use the same corpus.  

We measured the performance of the model’s 
using precision, recall, F-measure and accuracy. 

These metrics allows us to have a 
comprehensive view of the performance of the 
models and help us in choosing the best model for 
our Arabic chunking task. This evaluation method 
allows us to assess the ability of the models to 
correctly predict the chunk tags for the 
sentence chunks. 

The results of these metrics are displayed in 
figure 4. When comparing the performance of the 
LSTM, GRU, and BILSTM models based on their 
precision, recall, and F-measure metrics, the 
results show that the BILSTM model achieved the 
highest precision (86.71%), recall (84.54%), and F-
measure (85.59%). 

This represents an enhancement of 6,37%, 
5,94% and 6,13% respectively over the LSTM 
model's precision (80.34%), recall (78.60%), and 
F-measure (79.46%).  

Similarly, the GRU model achieved an 
enhancement of 0.43%, 0.73%, and 0.63% 
respectively over the LSTM model's precision, 
recall, and F-measure by reaching a precision of 
80,69%, a recall of 79,33% and an F-measure 
of  80%.  

In addition, it's important to note that the 
BILSTM model achieved the highest performance 
in all three metrics, suggesting that it may be the 
most effective model overall. 

 

Fig. 7. Accuracy comparison between our DL models 
and our baseline 
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This could be explained by the ability of BILSTM 
model to capture both past and future context 
when processing sequential data. BILSTM model 
results are confirmed by the accuracy metric. 

Indeed, BILSTM model reached an accuracy of 
97.90% slightly exceeding LSTM and GRU 
models, respectively 97.21% and 97.46%. 
Accuracy values comparison are displayed in the 
following figure 5. It also interesting to compare 
obtained results with previous work which we 
consider as our baseline. 

We have developed a machine learning model 
for chunking Arabic using Conditional Random 
Fields (CRF) (Khoufi et al. 2015). We used the 
same data for training and testing the CRF model. 
Results comparisons are illustrated in the following 
Figure 6. 

As shown in Figure 5, the LSTM, GRU, and 
BILSTM models outperformed the CRF model, 
which achieved an accuracy of 81.57%, a recall of 
73.86%, and an F-measure of 76.23%. Indeed, 
among the DL-based models, BILSTM achieved 
the best results and significantly improved our 
baseline with a 5.14% increase in precision, a 
10.68% increase in recall, and a 9.36% increase in 
F-measure. 

Even the accuracy measurement confirms the 
superiority of the BILSTM model (97,90%) over the 
CRF model (96,54%), as demonstrated in Figure 7 
below. For a detailed idea about the performance 

of our model, we calculated the precision, the recall 
and the f-measure for the major chunking tags. 

These results are exposed in the following 
Table 9. In relation to the outcomes displayed in 
Table 9, our model has successfully identified 
significant portions with acceptable accuracy. 

We want to emphasize that the model has 
achieved a commendable overall performance in 
identifying chunks, which validates the obtained 
results. As shown in Table 9, the CONJP category 
is recognized with the highest precision of 98.87%, 
recall of 99.47%, and f-measure of 98.85%. 

This is reasonable due to the limited occurrence 
of conjunctions in Arabic. The model also performs 
well in recognizing PRTs, with a precision of 
95.82%, recall of 97.47%, and f-measure of 
96.64%. PRTs are typically associated with 
CONJP, which facilitates their identification. 

However, we have observed some difficulties in 
detecting PP and ADVP chunks, with f-measures 
of 65.87% and 56.61%, respectively. PPs consist 
of a preposition followed by an object of 
preposition, such as NP, and this relationship with 
other chunks may make it challenging to determine 
their boundaries. 

We attempted to compare our findings with 
those of other studies, but encountered difficulties 
in performing an accurate analysis because they 
used different metrics and datasets. 

However, our accuracy value was higher than 
that of (Ben Fraj et al. 2012), with a 17% increase. 

Table 9. Chunking performance of BILSTM model calculated on major chunking tags 

Tags Precision Recall F-measure 

NP 93,32% 95,55% 94,42% 

VP 93,82% 94,11% 93,96% 

PP 65,80% 65,94% 65,87% 

ADJP 91,25% 86,83% 88,99% 

ADVP 55,84% 57,41% 56,61% 

CONJP 98,87% 98,83% 98,85% 

PRT 95,82% 97,47% 96,64% 

PRN 52,22% 48,38% 50,23% 

O 96,67% 97,97% 97,32% 

S 92,88% 96,87% 94,83% 
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Also, the authors used only 2300 words as training 
data which is not sufficient to obtain a viable model. 

We found that the testing data used by 
(Mohamed et al. 2011) was insufficient to provide 
an accurate assessment of system performance, 
as they only tested on 70 sentences compared to 
our model's 2,524 sentences. Despite this, (Diab et 
al. 2007) achieved a higher F-measure of 96.33% 
using a testing set of 2337 sentences compared to 
our F-Measure. 

In summary of this study's results, it can be said 
that models based on deep learning techniques 
achieve good results in processing the chunking 
task of Arabic texts. These models, especially the 
BILSTM model, improved our results compared to 
the classical models that used traditional machine 
learning algorithms, such as the CRF model we 
used for our baseline. 

7 Conclusion 

In this study, we presented our approach for 
chunking Arabic texts through the use of deep 
learning models. The models we built are LSTM, 
BILSTM, and GRU, and they are constructed with 
morphosyntactic features and the IOB 
notation system. 

The training data for the models was obtained 
from the PATB corpus. Our models were trained 
on 80% of the PATB and tested on the remaining 
20%. Evaluation results shows the supremacy of 
BILSTM model for this task with an f-measure of 
85.59% and an accuracy of 97.90%. 
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Abstract. Due to the rising number of firms and
organizations offering access to their business data or
resources on the internet through APIs, there has been
a significant increase in the number of web APIs. This
poses a difficulty in swiftly and effectively finding online
APIs. In order to tackle this problem, the introduction
of service classification has been implemented to
streamline the process of finding services within a vast
array of options. Prior approaches have endeavored to
classify web services based on semantic characteristics,
although their precision has been constrained. This work
introduces a novel strategy named “DeepLAB-WSC” to
improve the identification of web services. The approach
specifically emphasizes actions derived from textual
descriptions of web services and utilizes advanced
techniques from deep learning-based text classification.
The suggested methodology was evaluated using a
real-world web API dataset and achieved superior
results compared to existing state-of-the-art research.

Keywords. Service classification, action extraction, text
classification, deep learning, web services discovery.

1 Introduction

Service-Oriented-Architecture (SOA) and its
primary implementation technology, Web Services
(WS), have revolutionized the process of designing
and developing corporate applications for software

suppliers. Functioning as fundamental units that
can transmit and modify data, they interconnect
to generate novel composite value-enhanced
services that may be accessed as needed.

The most crucial step of the Web services’
consumption cycle was and remains service
discovery. This is because of their sheer number,
which grows exponentially, as well as the fact
that better services or mashups will be produced
if we can make a good discovery. Research
on this subject can be grouped into three (03)
categories: syntactic, semantic, and social. The
first one covers syntactic techniques for measuring
the degree of services similarity that is mostly
based on WSDL descriptions, which are published
in and processed, word-for-word, by a UDDI
directory [21]. Semantic techniques fall within the
second category. Several formalisms have been
suggested in this context to incorporate a semantic
aspect, starting with the straightforward annotation
of WSDL descriptions (WSDL-S) [1], moving on to
the proposal of a high-level WS ontology (OWL-S)
[14], and finally giving birth to a new conceptual
model (WSMO) [18]. The third category includes
methods that propose a model based on a social
network of web services to intercept and exploit the
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history of their interactions in order to improve their
discovery [13].

To reduce complexity, several studies have
been conducted to address this issue, and
research has demonstrated that Web service
classification/clustering is the optimal approach
for not just the discovery process but also for
recommendation, selection, and composition. [22,
4, 24, 20]. In this work, we will propose an
approach for the classification of web services
that falls under the semantic category but without
resorting to a domain ontology.

This is not specific to our work, but it is
associated with the remarkable success of
Deep Learning methods and applications. More
precisely, word embedding techniques like
Word2Vec [19], Glove [17], or even BERT [3],
which are great ways to capture semantics
without using ontologies. These latter have
considerably slowed down the development of
proposals in the field given the extensive work
involved in developing high-level ontologies,
annotating Web services, and performing related
inference processes.

In Our approach, we started by analyzing the
textual descriptions of web services in order to
extract, with an algorithm, what we will qualify
as service actions. Then, we extended and
exploited a selection of stat-of-art text classifiers
and accentuated their learning with these actions.
Finally, we conducted extensive experiments on
more than 8,400 real-world web services from
ProgrammableWeb1 to evaluate the effectiveness
of our proposal, and we have unequivocally
demonstrated that our suggested technique can
get a higher level of precision in classification and
outperform the most advanced methods currently
available. The subsequent sections of this work are
structured in the following manner.

Section 2 provides a comprehensive review
of relevant research, with a specific emphasis
on the application of Deep Learning methods
for the classification of Web services. Section
3 is specifically devoted to showcasing our
methodology. Section 4 provides a comprehensive
examination and interpretation of the experimental

1www.programmableweb.com

findings. Section 5 serves as the final section of
the report, providing a conclusion and addressing
potential future research.

2 Related Work

The emergence of web APIs has captured the
attention of the academic community and has
witnessed substantial engagement. The main
sources of data for researching Web services
categorization using Deep Learning techniques
are Web services description documents and data
collected from their environment [26].

For instance, in [28] Cao et al. proposed a Wide
and Bi-LSTM model combining all the discrete
features in the description documents of Web
services and performing the breadth prediction of
Web service category to automatically extract the
most pertinent semantic information from a Web
service document.

Then, a Bi-LSTM architecture uses a topical
attention-mechanism to mine the word order and
context information of the words in the Web service
description documents in order to do Web service
classification prediction. In [32], the authors
provide a DeepWSC framework for web service
clustering that is heuristics-based.

In order to cluster web services effectively,
within this method, a signed graph convolutional
network is used to extract service composability
characteristics from service invocation
associations, and an upgraded recurrent
convolutional neural network (RCNN) [10] is
used to extract deep semantic features from
service descriptions.

This is an extension of paper [31], the key
difference is that the new DeepWSC utilizes
the composability characteristics of services,
which are then inputted into the deep neural
network with the deep semantic features of web
services. These features are combined using an
approach to generate integrated implicit properties
of web services.

The paper [26] introduces ServeNet, a
deep neural network that can automatically
extract high-level features from service names
and descriptions without the need for feature
engineering or length restrictions. ServeNet is
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Fig. 1. Overall framework of our DeepLAB-WSC

capable of predicting the classification of services
into 50 different categories.

In their study, Kang et al. [9] utilize the attention
mechanism to combine the local implicit state
vector of a Bidirectional Long Short-Term Memory
Network (BiLSTM) with the global Hierarchical
Dirichlet Process (HDP) topic vector. They propose
a topical attention-based BiLSTM technique for
classifying Web services.

The BiLSTM model is designed for the purpose
of automatically acquiring the keyword feature
representations of Web services. The topic vectors
of Web service documents are acquired using HDP
during offline training.

A topic attention technique is employed to
improve the feature representation by discerning
the significance or weight of different keywords in
Web service documents.

An attention-based BiLSTM model is also
coupled with Information Gain theory to present a
Web service classification in [29]. The suggested
technique focuses on intricate elements inherent in
Web services, such as the significance of various
words and the sequential semantic connections
between words, through the utilization of IG theory
and the attention-based BiLSTM model.

The authors of [23] have developed a
new deep neural network that combines a
Graph-Convolutional-Network (GCN) and a
Bidirectional-Long-Short-Term-Memory (Bi-LSTM)
network. This network aims to automatically
extract function-description-documents by
capturing different relationships in graphs and
exploiting them. The GCN is used to extract global
spatial features, while the Bi-LSTM network learns
sequential features.

Also, Peng et al. [16] present a graph attention
network-based Web services classification
approach. To begin, it capitalizes on description
documents, Web service tags, and the call
relationship between mashups and services to
create a service relationship network based on
Web service composition and shared annotations.
The self-attention mechanism then determines the
attention coefficient of each service node in the
network, and different service nodes in nearby
areas are allocated different weights to classify
Web services. The graph attention network
combines a Web service’s content characteristics
with structure information.

X Yong et al. introduce LDNM [25], a
comprehensive framework for classifying web
services. This framework utilizes a deep
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Algorithm 1: Extract Actions
Input: Web service textual description
Output: List of Actions[ ]

1 function SGET ACTION(Sentence)
2 if (Item is Verb) and (has dobj) then
3 Concatenate the verb with dobj;
4 return as Action;

5 if (Item is Verb) and (has conjuction) then
6 Go to the conjunction item;
7 Once you reach the Noun: concatenate the Verb with the Noun;
8 if this Noun has conjuction then
9 Concatenate also the Verb with the next Noun;

10 return Actions;

11 procedure GET ACTION(Sentence)
12 if (Item is Verb) and (has xcomp) then
13 go to the xcomp node;
14 concatenate the Verb with each action of SGet Action(xcomp);
15 Add all as Actions to the list of Actions[ ];
16 else
17 Add all Actions of SGet Action(Sentence) to the list of Actions[ ];

18 for each sentence in Web service textual description do
19 Get Action(Sentence);

fusion technique to combine structured and
unstructured characteristics. The initial step
included transforming each service document into
a feature vector using two different document
representation techniques: topic distribution based
on LDA (Latent Dirichlet Allocation) [2] and
Doc2vec [11], which is a document embedding
model based on neural networks.

Then, using Node2vec [6], they obtained
structured representation vectors extracted from
service invoking and tagging graphs. Finally, they
employ an MLP neural network to fuse these
features and train a service classifier.

The methods we just discussed attempt to
classify web services based on their textual
descriptions or by combining them with other
features. When we looked more closely at
these methods, we discovered that they treat
these descriptions as a collection of words
rather than taking into account and differentiating

Original Tags Stem Tags

(‘Service’, ‘proper noun’) (‘servic’, ‘adjective’)

(‘used’, ‘verb’) (‘use’, ‘adjective’)

(‘validate’, ‘verb’) (‘valid’, ‘adjective’)

between significant words and their placements in
these descriptions.

Furthermore, some techniques simply use the
stems of words, which can distort the meaning.
In this light, we extracted the actions of web
services from their textual descriptions using an
algorithm, which we will describe in more detail in
the following section.

Then, a number of models from the ”Text
Classification” [8, 10, 3, 30, 12] domain
are extended and adjusted to better fit the
classification of these services using these actions
as additional features.
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3 The Classification Process of the
Proposed Approach

The process of our approach, which we named
DeepLAB-WSC (Deep Learning Actions Based
Web Service Classification), is illustrated in Figure
1. It consists of four (04) steps.

3.1 Step 1: Pre-processing of Web
Services Descriptions

Web Services are characterized by their capacity to
execute actions and perform tasks. Nevertheless,
in the majority of situations, when it comes to
presenting information about them, we can only
offer a concise written explanation.

In order to effectively identify them using this
method, the key question to ask is: “Which specific
words or phrases in these descriptions accurately
convey the essence of a service?” Initially, we
believed that when we encounter a text, the acts
described within it are inherently represented by
‘verbs’. We began the process by extracting
all possible verbs from web service descriptions
using pre-existing natural language models that
had been trained beforehand.

At this juncture, we encountered two
predicaments: The primary concern is that
these models lack the ability to precisely identify all
verbs. In the statement “Service X searches for all
worldwide airlines that operate in a given country”,
the term ‘searches’ is identified as a noun. If we
isolate each word and disregard its context, what
would happen?

The technique becomes more challenging due
to the loss of start tags for many words throughout
the text cleaning and pre-processing steps,
especially after the Stemming step. Consequently,
verbs are often misidentified as nouns, adjectives,
and so on. Take into account the statement that
follows: The words ‘Service’, ‘used’, and ‘validate’
in the statement “Service X is used to validate
monetary transactions.” are marked as follows:

In most cases, this has the effect of changing
the semantic meaning of each word and, as a
result, the overall meaning of the description.
Because of this, we attempted to overcome
this in our situation from the very beginning of

our approach. That’s why we begin by softly
pre-processing the service descriptions in order
to retain as many words as possible with their
original tags.

3.2 Step 2: Obtain Actions Via Web
Service Descriptions

Another problem we faced was the scarcity of
verbs in the majority of brief descriptions, making
it challenging to utilize these models effectively.
In order to tackle this issue, we employed the
‘Extract-actions’ algorithm at this phase to extract
activities as per our definition where xcomp
denotes an open-clausal-complement and dobj
symbolizes the direct object. The algorithm is
demonstrated in the following examples:

– Case 1:

– Description: Service X annotates text.

– Actions: [annotates text].

– Case 2:

– Description: Service X annotates text and images.

– Actions: [annotates text, annotates images].

– Case 3:

– Description: Service X uses Twitter API to track followers.

– Actions: [utilizes Twitter, utilizes track followers].

3.3 Step 3: Actions and Descriptions
Embedding

Of the five (05) classification models we trained
(see Section 3.3), we used two methods for the
Word embedding process: Glove and BERT.

– GloVe (Global-Vectors for word representation)
[17] is an unsupervised learning method
developed by Stanford University researchers
with the goal of generating Word Embeddings by
aggregating global word co-occurrence matrices
from a given corpus.

We used the variant with a length equal to
100 and trained on 6B tokens including 400K
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Fig. 2. WSC2RCNN architecture [7]

vocab. This variant is used on the WSC2RCNN
and TextING-Based [30]classification models.

– BERT(Bidirectional-Encoder-Representations
from Transformers) [3] is a state-of-the-art
language representation model.

It is a huge deep bidirectional encoder-based
transformer model that has been pre-trained on
more than 110 million parameters. BERT is used
as the word embedding model for our BERT and
BERT-GCN based [12] classification models.

3.4 Step 4: Classification based on Services’
Actions and Descriptions Embedding

Our approach’s learning process consists
of training our classifiers using embedding
representations of web service descriptions, then
attempting to accentuate their learning with the
actions extracted in Step 2 and embedded in Step
3. After making a connection between the work
seen in Section 2 and the results obtained by [15]
and [5], the tested models are:

3.4.1 WSC2RCNN

In our previous work [7], we used a Web
Service Classifier with two (02) RCNN deep
neural networks. We gave, pre-trained
GloVe model, representations for both
descriptions and collected actions into a pair
of Recurrent-Convolutional-Neural Networks
(RCNN) that would be trained.

For both networks, we employed the original
version of RCNN [10], which seeks to capture
textual semantics by considering sequence word
order. This approach utilizes both Recurrent
Neural Networks (RNN) to understand the
local context of tokens and Convolutional
Neural Networks (CNN) to capture long-term
dependencies. The left and right contexts of a
word wi, which we determined using the following
equations, were represented by cl(wi) and cr(wi),
respectively, for the first RCNN network:

cl(wi) = f(W (l)cl(wi−1) +W (sl)e(wi−1)), (1)

cr(wi) = f(W (r)cr(wi+1) +W (sr)e(wi+1)), (2)

where the activation function f is non-linear. A
word’s word embedding vector is represented by
e(w). The context is transformed into the following
hidden layer using a matrix called W (l). W (sl) is a
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Fig. 3. TextING architecture [30]

matrix that links the semantic of the present word
to the left context of the word that comes after it.

Equation (3) is used to obtain the latent
semantic representation of the yi vector:

yi = tanh(Wxi + b), (3)

where a word wi is represented by xi:

xi = [cl(wi); e(wi); cr(wi)]. (4)

A similar calculation is made for ya (of actions)
for the second network, but it is applied to the
words of the extracted actions. The 20 key
categories of high-quality Web services from the
dataset are linked to the outputs of both RCNN
networks, which are goals of WSC2RCNN. The

final output is then prepared by summing the
outputs from the two RCNN networks.

A softmax activation layer is used to normalize
the final output, M output, because we have
a multi-class issue. We present our model
in Figure 2.

3.4.2 TextING Classifier

We conducted experiments on WS descriptions
using TextING. The authors of [30] provide a
novel graph neural network for text categorization.
In this network, each document is treated as a
separate graph, allowing for the learning of word
interactions at the text level. In this process,
distinct graphs are generated for each text, and
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Fig. 4. BERT classifier

subsequently, Graph Neural Networks (GNN) are
employed to acquire detailed word representations
by considering their local structures. Additionally,
GNN has the capability to produce embeddings for
words that have not been seen before in the new
document. Ultimately, the word nodes are included
into the document embedding.

3.4.3 BERT Classifier

A fine tuned BERT is used and a number of
layers are added to elaborate a BERT Web Service
classifier, shown in figure 4. The model used is
bert-base-uncased, which consists of 12 layers,

768 hidden units, 12 attention heads, and a total
of 110 million parameters, and a softmax activation
layer to normalize the final output.

3.4.4 BERT With Actions Classifier

We made multiple attempts to incorporate the
extracted actions efficiently while trying to increase
the performance of the “BERT Classifier” and
validate our approach. The solution found consists
of concatenating the sentences of the web service
descriptions with the actions repeated “Rep” times
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Fig. 5. BERT + Actions classifier

while not exceeding the BERT variant’s maximum
sequence length (See figure 5):

InputBERT with Actions =

WS Description + WS Actions× Rep.
(5)

3.4.5 Classifiers based on BERT-GCN

We also put Yuxiao Lin et al.’s proposition
(BERT-GCN) to the test. In [12], BERT with his
large-scale pretraining, and GCN [27] with his
transductive learning, are trained together.

First, a graph with both word nodes and
document nodes is built. The weight of an edge
that connects two nodes i and j is defined in the
following manner:

Ai,j =


PPMI(i, j), i, j are words and i ̸= j,
TF− IDF(i, j), i is a document, j is a word,
1, i = j,
0, otherwise.

(6)

The word-document edges and word-word
edges are determined using the term
frequency-inverse document frequency (TF-IDF)
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Table 1. The allocation of Web services across selected categories

ID Primary Cat # of services ID Primary Cat # of services

0 Tools 887 10 Telephony 342

1 Financial 757 11 Security 312

2 Messaging 591 12 Reference 304

3 eCommerce 553 13 Email 299

4 Payments 553 14 Search 290

5 Social 510 15 Travel 294

6 Enterprise 509 16 Video 281

7 Mapping 429 17 Education 277

8 Government 371 18 Advertising 274

9 Science 357 19 Transportation 269

and positive point-wise mutual information (PPMI)
measures, respectively.

Then, the GCN layers iteratively update
document nodes after initializing them using
BERT-style embeddings, and the main training aim
is to do linear interpolation between the BertGCN
prediction and the BERT prediction. This may be
expressed as:

Z = λZGCN + (1− λ)ZBERT, (7)

where λ regulates the tradeoff between the two
models. The same process of 3.4.4 is applied
to BERT GCN With Actions Classifier in terms of
the integration of actions while respecting the
maximum length imposed by BERT used variant.

4 Experiments

4.1 Used Evaluation Metrics

The evaluation of selected models has
been conducted using four widely used
evaluation measures: Purity, NMI, Recall, and
F1-measure. Purity is a metric used for guided
cluster validation. It is calculated using the
following formula:

Purity(Ω, C) =
1

N

k∑
i=1

max
j
|ωi ∩ cj | , (8)

where Ω = {w1, w2, ..., wK} represents the
collection of clusters of web services, whereas
C = {c1, c2, ..., cJ} represents the collection of
classes of web services. NMI is a metric that relies
on mutual information and is precisely defined as:

NMI(Ω, C) =
2× I(Ω; C)
H(Ω) +H(C)

, (9)

where can we obtain the mutual information I using:

I(Ω; C) =
k∑

i=1

k∑
j=1

P (ωi ∩ cj) log
P (ωi ∩ cj)

P (ωi) ∩ P (cj)
. (10)

And the entropy H using:

H(Ω) = −
k∑

i=1

P (ωi) logP (ωi). (11)

Recall is a metric used to determine the
accuracy of predicting the real class by measuring
the proportion of properly predicted instances. It is
computed as follows:

Recall =
TP

TP + FN
, (12)

where TP represents the count of services
properly allocated to their respective class, and FN
represents the count of services where the model
wrongly forecasts their positive class as negative.
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Table 2. The classification performance of tested methods

Models Purity NMI Recall F1-Score

DeepWSC 0.5708 0.4856 0.3821 0.3969

DeepWSC + Heuristics 0.6379 0.5273 0.4186 0.4356

RCNN* 0.6438 0.5704 0.6438 0.6247

WSC2RCNN 0.6595 0.5795 0.6588 0.6512

TextING 0.6887 0.5986 0.6864 0.6714

BERT 0.7746 0.6924 0.7746 0.7712

BERT + Actions 0.7785 0.6931 0.7786 0.7759

BERT-GCN 0.7788 0.6935 0.7788 0.7717

BERT-GCN + Actions 0.7810 0.6972 0.7811 0.7745

The last used measure is F1 which is calculated
using the next formulas:

Precision =
TP

TP + FP
. (13)

The term “FP” represents the count of APIs
where the model wrongly forecasts their negative
classes as positive:

F1-measure =
2× Precision×Recall

Precision+Recall
. (14)

4.2 Experimental Environment

We performed tests to assess and showcase the
efficiency of our methodology. All experiments
were executed on a platform equipped with an Intel
(R) Xeon (R) platinum 8259CL CPU@2.50GHz (32
cores) and 256GB RAM.

Utilizing the Dataset2 of [31, 32] from
ProgrammableWeb, the leading online registry
for Web services with a vast collection of over
23,000 APIs, we accessed a compilation of 17,923
authentic web services that were obtained by web
crawling. The experimental data comprises 8,459
high-quality WS from the top 20 classes (refer
to Figure 1).

2github.com/aourhtnowvherlcaer/programmableWeb

4.3 Experimental Results and Discussions

We compared our results to those of [31, 32]
in order to correctly interpret them. Table 2
summarizes all of the results obtained by the
various studied methods. We started by putting
in tests for RCNN, TextING 3.4.2, BERT 3.4.3,
and BERT-GCN 3.4.5 classifiers. The results
were satisfactory, starting with the RCNN classifier,
which alone exceeded those of [32] on all metrics.

This is because the authors of [31] wanted to
get closer to the semantics of WS descriptions by
trying to capture the context of each word with an
RCNN deep neural network. However, by applying
strict stemming, the meaning of many words is lost
(See Section 3.1).

This is what we could observe in their
pre-processed dataset. This issue has been fixed
and the results of our RCNN classifier exceeded
the best of [32]’s by an average of 26.57% on all
the evaluation metrics.

The first tested method of the GNN class
(TextING) achieves an average improvement of
34.89%. On [32], BERT and BERT-GCN
had average advantages of 53.7% and 54.2%,
respectively. To complete the evaluation of our
approach’s effectiveness, each of the proposed
classifiers has gone through an extra training
process in which we have attempted to include
the actions retrieved by our “Extract-Actions”
algorithm (See Section 3.2).
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The results have demonstrated that the
classifiers’ performance improves each time these
actions are combined. Our WSC2RCNN Classifier
outperforms our RCNN and presents an average
advantage of 5.51% across all the evaluation
metrics. Furthermore, our BERT+Actions classifier
achieves an average advantage of 0.43% over the
BERT classifier. Ending with BERT-GCN+Actions,
which outperforms all classifiers seen in this work
and shows a 0.37% improvement over BERT-GCN.

5 Conclusion and Future Research

This work introduces a novel method for classifying
web services, named DeepLAB-WSC, that relies
on the concise textual descriptions of the services.
Our methodology stands out by prioritizing the
activities executed by web services, which are
derived from their descriptions, and use deep
learning text classification techniques to categorize
the services.

Our comparison trials have demonstrated that
DeepLAB-WSC surpasses current cutting-edge
techniques for classifying web services in terms
of all performance parameters. Our technique
has a key benefit in that it specifically targets
the most crucial aspect of the description,
namely the actions, in order to enhance the
accuracy of categorization.

Looking ahead, we plan to extend this work
by leveraging the power of BERT and GNN to
build social networks of web services based
on the similarities (BERT based classifiers)
and complementarities (predicting the next
sentence/document) of their descriptions. Making
this social dimension profitable will allow usto
enhance both the process of finding and combining
online services.
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Abstract. Motorcycles were originally designed to 
provide safer, more efficient, and more comfortable 
rides, but they are now also used for criminal purposes. 
Due to overspeeding, motorcycles often get involved in 
accidents, and it is challenging for law enforcement 
officials to identify the culprits from CCTV footage or 
spectator accounts. This paper presents a solution to 
this challenge by using a pre-trained deep learning 
model to detect, classify, and identify motorcycle 
models. To overcome the limited availability of 
annotated bike databases, this proposed work created a 
new bike dataset that includes 5000 annotated images 
sourced from major search engines, CCTV footage, and 
manual captures from bike showrooms. Then the bike 
brand was identified in 27 classes by the Faster RCNN 
pre-trained model and achieved an accuracy of 94.35%. 
The proposed model was compared with the other pre-
trained models such as YOLO V5 and MobileDET, 
among these, the Faster RCNN provided better 
identification accuracy. 

Keywords. Bike dataset, wheel rim, headlamp, yolo V5, 
MobileDET, faster RCNN, imbalanced learning, and 
weighted loss learning. 

1 Introduction 

Two-wheelers are a common form of 
transportation in India but are also frequently 
involved in serious accidents and crimes. As a 
result, research on smart traffic systems, including 
vehicle detection, identification, enumeration, and 
traffic statistic estimate, has become increasingly 
popular. Researching traffic estimates, speed 
calculations, motorcycle helmet use, vehicle 
tracking, as well as occlusion analysis requires 
segmenting automobiles on public roadways. 

The proposed work aims to address the 
challenge of detecting and classifying motorbikes 
on public roads. As our world moves faster, the 
number of vehicles on the road is increasing daily, 
along with a corresponding rise in crimes and 
accidents involving bikes. This increase appears to 
be linear. 

To find who is the cause of the accident or the 
culprit in a crime. The investigation officer enquires 
about the people in and around the place where 
the incident has taken place. but they won’t have 
recognized or seen the person’s face or the 
number plate they may have seen only what color 
the bike was and how did the bike look like or the 
color of the bike. 

Hence to find a solution to this problem, the 
proposed work is to find the bike model using the 
bike’s wheel rim and bike headlamp. we could 
have used the number plate to identify the bike and 
trace out the person who rode the bike but 
sometimes the number plate may be damaged or 
sometimes the numberplate may be slightly faded 
and which is not visible at all or sometimes the bike 
maybe without number plate also hence without 
wheel rim a bike cannot move or is not complete 
hence with the help of wheel rim and headlamp we 
are going to detect the bike model. Figure 1 shows 
a sample image of the bike with localization of the 
wheel rim and headlamp. 

2 Related Works 

Research into computer vision and image 
processing (IP) techniques for automating vehicle 
classification has been ongoing. 
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One possible approach involves pre-processing 
images using IP techniques to enhance their 
suitability for input into a machine-learning model. 
For example, in [1], a stationary camera was used 
to record footage of vehicles, which were then 
classified using three levels of processing and 

appropriate cameran calibration. Similarly, [2] 
suggested using IP techniques, Invariant Feature 
Transform (IFT), K-means clustering, and 
euclidean distance matching to classify vehicles 
into different categories for Electronic 
Tolling Collection. 

 

Fig. 1. Sample images from the collected data set 
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Fig. 2. Examples of annotated bike categories are presented, demonstrating variations in both form and pose 
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Another example is a pre-crash detection 
system, as described in [3], which utilized a front-
facing low-light camera to detect vehicles and 
avoid accidents. This system used a combination 
of multiscale-driven hypothesis generation and 
appearance-based hypothesis verification to 
achieve good results in all kinds of weather and 
road conditions. 

In [4], Sonoda et al. proposed a system for 
detecting moving objects, such as vehicles and 
pedestrians, at an intersection, which warns 
drivers of potential dangers. The system employed 
a mixture of Gaussians for object detection and the 
Lucas-Kanade Tracker (LKT) algorithm for 
pedestrian tracking. 

In [5], researchers used a camera to capture 
images of vehicles against a static background, 
allowing them to calculate vehicle length and width 
and classify the vehicle as either a Light Motor 

Vehicle (LMV) or a Heavy Motor Vehicle (HMV). 
The goal of this research was to determine a 
suitable toll rate. 

In [6], an automated vehicle classification 
system was proposed to distinguish between 
motorcycles and sedans, using commercially 
available light curtains to produce images and two 
machine learning methods, K Nearest Neighbor 
(KNN) and decision tree learning, to classify 
the vehicles. Finally, [7] proposed a computer 
vision system to detect and segment motorcycles 
that were partially occluded by other vehicles, 
using a helmet detection system to 
identify motorcycles. 

However, this approach requires significant 
information, such as helmet radius, camera angle, 
and camera height, to function effectively [8] 
developed a system that can identify vehicles even 
if they are partially occluded and can continue 

 

Fig. 4. Flow of faster RCNN architecture 
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tracking the vehicle despite occlusions. In [9], a 
computer vision system was developed for 
detecting bicycles, pedestrians, and motorcycles. 

This system used Gabor filtering to detect 
motion and a Histogram of Oriented Gradient 
(HOG) descriptors to classify two-wheeled vehicles 
and pedestrians. Chiverton et al. [10] proposed a 
system for automatically classifying and tracking 
motorcycle riders with and without helmets, using 
histograms derived from the head region of riders 
to train an SVM classifier. 

Although this system achieved high accuracy, 
the number of test images was limited. The current 
research work mainly focused on vehicle 
classification with limited classes and quantity. But 
there is a need for the bike model dataset with 
large classes for automation of the bike 
model identification. 

This proposed work created a bike model 
dataset and pre-trained the Faster Region 
Convolution Neural Network (RCNN) model for the 
identification of the bike model. The major 
contributions of the proposed method are: 

– Creation of a bike dataset with 27 classes. 

– Proposal of a faster RCNN deep learning 
model for bike model identification. 

– Comparison of proposed work against the 
existing pre-trained model. 

3 Proposed Methodology 

The proposed methodology comprises four stages: 
database creation, augmentation, and training and 
testing phases to identify motorcycle models using 
categorical images. The dataset was created by 
collecting images from various sources LIKE search 
engines, movies, CCTV footage, and bike 
showrooms, resulting in a diverse collection of 
two wheelers. 

Data cleaning was performed to remove 
unwanted images, resulting in a dataset of 1,500 
motorcycle images from 27 categories, which were 
augmented to obtain a total of 5,000 distinct 
images stored in the database. 

However, the target variable showed an 
imbalance in the number of instances across 
different classes. Sample images from the created 
bike dataset are presented in Figure 2. The Faster 

 

Fig. 5. Plot of localization loss vs step 

 

Fig. 6. Plot of total loss vs step 

 

Fig. 7. Plot of learning rate vs step 

 

Fig. 8. Confusion matrix of bike model classification 
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RCNN is a widely used object detection framework 
that was introduced by Ross Girshick in 2015. 

This architecture employs Convolutional Neural 
Networks (CNNs) for object detection, similar to 
other popular designs such as You Look Only 
Once (YOLO) and Single Shot Detector (SSD). 

When given an image and bounding boxes as 
input, the Faster R-CNN network processes the 
entire image using multiple convolutional and max 
pooling layers to generate a convolutional 
feature map. 

In this study, the Faster RCNN was used to 
detect and identify objects in the created 
bike dataset. To generate feature maps of sizes 
60, 40, and 512, the image is passed through the 
ResNet backbone of the CNN. 

For proposal generation, the Region Proposal 
Network (RPN) is utilized, which benefits from 

weight sharing between the Faster R-CNN 
detector backbone and the RPN backbone. 

The input image is resized to 640×640 and is 
fed into the CNN’s backbone to initiate the 
RPN. This study introduces backbone networks 
like ResNet, which have a network stride of 16, 
leading to significantly smaller output features 
compared to the input image. Each point on the 
output feature map corresponds to two points 16 
pixels apart in the input image. 

The proposed deep detector network aims to 
identify whether there is an object present in the 
input image at each point in the output feature map 
and estimate its size. 

To achieve this, a set of "Anchors" is placed on 
the input image for each position on the output 
feature map generated by the backbone network. 
These anchors point to potential objects of various 
sizes and aspect ratios that could be present. 

The network then determines which of the k-
associated anchors in the input image contain 
objects and adjusts their coordinates to provide 
bounding boxes as "Object proposals" or areas 
of interest. 

To create 512-d feature maps for each location, 
the backbone feature map undergoes a 3×3 
convolution with 512 units. 

Two sibling layers are added: a 1×1 convolution 
layer for object classification with 18 units and a 
1×1 convolution layer for bounding box regression 
with 36 units. The classification branch's 18 units 
output a probability of whether an object is present 
at each location in the backbone feature map. 

The regression branch's 36 units produce the 
size of the object proposals for each point in the 
backbone feature map. The regression coefficients 
of each of the 9 anchors for each point in the 
backbone feature map are obtained using 
this output. 

The coordinates of the anchors containing 
objects are then adjusted using these 
regression coefficients 

The backbone feature map features are 
obtained using the ROI pooling layer, which pools 
them based on RPN-proposed bounding box 
boundaries. The ROI pooling layer selects the area 
that matches the proposal from the backbone 
feature map, divides it into a fixed number of sub-
windows, and performs max-pooling over these 
sub-windows to produce an output of a fixed size. 

Table 1. Labels of bike models 

Sl.No Label Sample Count 

1 BMW g310 r 1,863 

2 Ducati panigale 281 

3 Gixxer SF 214 

4 Hero pleasure+ 137 

5 Hero splendor + 136 

6 Honda Activa 280 

7 Honda shine 152 

8 Honda Unicorn 260 

9 Jawa 42 175 

10 Jawa yezdi 53 

11 Kawasaki ninja 149 

12 Ktm adventure 207 

13 Ktm duke 239 

14 Ktm RC 57 

15 Pulsar ns 200 484 

16 Pulsar rs 477 

17 Super splendor 132 

18 Suzuki Access 287 

19 Tork kratos 264 

20 Tvs apache rr 468 

21 Tvs apache rtr 167 

22 Tvs Jupiter 210 

23 Tvs ntorq 202 

24 Tvs sport 171 

25 Yamaha fzs 168 

26 Yamaha mt 132 

27 Yamaha r15 137 
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The size of the ROI pooling layer's output is 
(N, 7, 7, 512), where N is the number of proposals 
generated by the area proposal algorithm. 

These features are passed through two fully 
connected layers before being fed into the sibling 
classification and regression branches. Two 
objects need to be labeled in a bike model 
detection task, and the labels for each object can 
be either 'headlamp' or 'wheel rim'. 

The weights assigned to each label are �� = 0.6 
for 'headlamp' and �� = 0.4 for 'wheel rim'. We 
assign a higher weight to the headlamp (0.6) than 
to the wheel rim (0.4) as the headlamp is more 
significant than the wheel rim. There are two 
possible label conditions: 

– Both objects have the same label. 

– Both objects have different labels. 

To determine the label for an object, we use the 
following process: 

– If both objects have the same bike model label, 
then the label for the object is the same as the 
label that both objects share. 

– If one object has one bike model label and the 
other has a different bike model label, the 
proposed work uses the weighted formula W1 
S1+����to determine the label for the object. 
The formula considers the confidence score for 
each label and the weight assigned to each 

label. The confidence scores are calculated 
using a machine learning model, and they 
reflect the probability of each label is correct. 

Then compare the values of ���� and ����to 
determine which label is more appropriate for the 
object. If W1S1 is greater than W2S2, then the object 
is labeled as the label described by the headlamp, 
and if W2S2 is greater than W1 S1, then the object 
is labeled as the label described by the wheel 

rim.���� ≷
��

�� ����. 

4 Results and Discussions 

The results and discussion of the proposed 
approach are described in this section. The 
collection of bike images that were developed was 
divided into an 80:20 ratio. 80 percent of the 
samples were chosen for training, 10 percent for 
validation, and the rest for testing. 

The proposed algorithm was trained using 
Google Colab, which was set up on an HP server 
with 8GB of RAM. The training images were 
reduced in size at the pre-processing stage to 
640×640. The Faster RCNN pre-trained model 
was then trained using the resized image. Table 2 
contains the default settings for the training 
parameters of the proposed model. 

To increase accuracy, these parameters are 
modified, including the optimizer, learning rate, and 
epochs. Figure 3 depicts the proposed pre-trained 
model's training plot. This model's training 
recognition accuracy improves to 94.35% once 
these parameters are adjusted. Table 3 represents 
the performance metrics of a FASTER RCNN that 
is designed to detect and classify bikes using the 
wheel rim and headlamp of a motorcycle. 

Average Precision (AP), measures the 
accuracy of the model in terms of its ability to 
correctly identify the presence of a bike, as well as 
its ability to correctly identify the specific type or 
model of the bike. 

The value of 0.9435 indicates a relatively high 
level of accuracy. Average Recall (AR), indicates 
the proportion of actual bike instances that were 
correctly identified by the model. 

The value of 0.738 suggests that while the 
model is accurate, there is room for improvement 
in terms of correctly identifying all instances of 

Table 2. Hyper tuning parameters of the faster 
RCNN model 

Parameter Value 

Optimizer Adam 

Mini Batch Size 4 

Device Type GPU 

Learning Rate 0.04 

l2Regularization 0.013333 

Epoch 2000 

Table 3: Faster RCNN accuracy 

AveragPrecision (AP) 0.9435 

Average Recall (AR) 0.738 

Localization loss 0.065122 

Classification loss 0.167798 

Regularization loss 0.000000 

Total loss: 0.275017 
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bikes in the dataset. Localization loss measures 
the error in the model's ability to accurately localize 
the object in the image. The value of 0.065122 
indicates that the model is performing well in 
this regard. 

The classification loss measures the error in the 
model's ability to accurately classify the type or 
model of the bike. The value of 0.167798 suggests 
that the model is performing reasonably well in this 
regard, but there is room for improvement. 
Regularization loss measures the degree of 
regularization in the model, which is designed to 
prevent overfitting. 

The value of 0.000000 suggests that the model 
does not overfit the training data. Total_loss is the 
sum of the three previous loss values and 
represents the overall error of the model. 

The value of 0.275017 indicates that the model 
is performing well, but there is still room for 
improvement in terms of correctly identifying all 

instances of bikes in the dataset, as well as 
accurately classifying the type or model of the bike. 

Figure 5 shows a decreasing trend in the loss 
as the number of steps increases, with some 
fluctuations due to noise in the data or variations in 
the optimization process. 

At the beginning of training, the localization loss 
is high and the model's predictions are poor, as 
indicated by the high point at the left side of the 
graph. However, as the training progresses, the 
loss decreases steadily, with occasional 
fluctuations, until it reaches a minimum. 

Figure 6 shows the total loss decreases over 
the course of training, as the model becomes 
better at making predictions. 

The graph shows some fluctuations in the loss 
due to noise in the data or variations in the 
optimization process. 

At the beginning of training, the loss is high 
because the model's predictions are poor. 

Table 4. Labels in the confusion matrix 

1 super splendor -headlamp 28 hero pleasure - wheel 
2 super splendor wheel 29 Ducati Panigale v4 
3 fzs headlamp 30 Panigale headlamp 
4 fzs wheel 31 access headlamp 
5 Jawa 42 headlamp 32 access wheel 
6 Jawa 42 wheel 33 honda shine headlamp 
7 gixxer sf headlamp 34 honda shine wheel 
8 gixxer sf wheel 35 apache rtr headlamp 
9 tork Kratos headlamp 36 apache rtr wheel 
10 tork Kratos 37 ktm duke headlamp 
11 r15 headlamp 38 ktm duke wheel 
12 r15 wheel 39 tvs sport headlamp 
13 ktm adventure headlamp 40 tvs sport wheel 
14 ktm adventure wheel 41 honda activa headlamp 
15 mt15 headlamp 42 honda activa wheel 
16 mt15 wheel 43 jawa yezdi headlamp 
17 apache rr headlamp 44 jawa yezdi wheel 
18 apache rr wheel 45 honda unicorn headlamp 
19 bmw G310R headlamp 46 honda unicorn wheel 
20 bmw G310R wheel 47 pulsar rs 200 headlamp 
21 ktm rc headlamp 48 pulsar rs 200 
22 ktm rc wheel 49 pulsar ns 200 headlamp 
23 hero splendor plus-headlamp 50 pulsar ns 200 
24 hero splendor plus-wheel 51 Jupiter headlamp 
25 kawasaki ninja headlamp 52 Jupiter wheel 
26 kawasaki ninja wheel 53 ntorq headlamp 
27 hero pleasure - headlamp 54 ntorq wheel 
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However, as the training progresses, the loss 
decreases steadily, with occasional fluctuations, 
until it reaches a minimum. 

In Figure 7, the learning rate schedule for the 
training process is illustrated. Initially, a high 
learning rate, such as 0.04, is set to allow the 
optimization algorithm to quickly search the 
parameter space and find a good initial solution. 

During the course of training, the learning rate 
gradually decreased based on a pre-defined 
schedule. In the given example, the learning rate is 
reduced by a factor of 10 after every 1000 steps. 

Therefore, after 2000 steps, the learning rate is 
reduced to 0.03, and after 3000 steps, it is further 
reduced to 0.02, and so on. The proposed work's 
performance can be evaluated using the confusion 
matrix, as shown in figure 8 And the labels of each 
model are shown in table 4. 

Precision, recall, and the F1 score are used to 
evaluate the proposed model performance. There 
are 27 classes, each class has two labels hence 
54 subclasses in these 54 subclasses in 54 
subclasses 48 subclasses have accuracy 
above 90%. The proposed model outperforms the 
others since 94.35% of the Bike models were 
correctly classified in the testing phase. 

Table 5 shows the accuracy of each model on 
the task, as a percentage. MobileDET achieved an 
accuracy of 89.5%, YOLO v5 achieved an 
accuracy of 90%, and the proposed network using 
Faster R-CNN achieved the highest accuracy 
of94.35%. 

5 Conclusion 

Detecting and classifying motorbikes on public 
roads is a challenging task, but it has become 
increasingly important due to the rising number of 

bike-related crimes and accidents. The proposed 
work focuses on identifying the bike model using 
the bike's wheel rim and headlamp, as these 
components are often visible even if the number 
plate is damaged or not present. 

The proposed work consists of bike model 
database creation, training the bike model by Fater 
RCNN, and testing the bike model identification. 

This work achieved better identification 
accuracy of 94.35%. The proposed Fater RCNN 
model compared with YOLO v5 and MobileDET. 
Ultimately, this work has the potential to make our 
roads safer and help law enforcement agencies in 
their efforts to prevent and solve crimes. 
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Abstract. Patterns of use of social networking sites like

Instagram can be indicators of the mental state of users.

Of particular interest to the HCI community are those

markers and patterns useful for inferring the mental

health of users experiencing depressive episodes or

moods. Detecting individuals’ depressive moods through

their typical Instagram activity remains a challenge due

to the diversity of the content posted. Previous research

often focuses on retrieving content of hashtags related

directly to depression for analysis. Thus, although based

on real posts, results can be highly biased. Analyzing

all user posts in individuals’ day-to-day lives can yield

ecologically valid findings, but it is challenging. We

conducted an observational study aimed at detecting

the depressive moods of users from their Instagram

posts. We analyzed text, images, and posting behavior

using two approaches: inferential statistics and machine

learning. Our results indicate that the time of day

and the hue levels of a posted image could lead

to the detection of depressive moods. Furthermore,

our machine-learning approach yielded up to 65% of

accuracy. Although our study yields ecologically valid

findings, several challenges remain to be addressed

due to the heterogeneity of the dataset, as it typically

happens in real-world studies.

Keywords. Social networking sites, depressive

mood detection, Instagram, machine learning, behavior

analysis, image analysis, text analysis, transfer learning.

1 Introduction

Depression is one of the leading causes of

disability around the world, affecting about 300

million people [42]. Detecting and treating

depression in young people is therefore

paramount. Young people tend to seek help

and support on social networking sites (SNS)

through externalization [16, 2], where they share

how they feel about certain situations or topics.
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In these situations, their friends and relatives can

help them by showing support or care [3].

Instagram posts describing antidepressant use

have increased exponentially from 2010 to 2018

[14]. Instagram acknowledges the importance of

this topic by showing a message when a user

searches for images related to certain keywords

such as depressed (see Figure 1).

Users have reported five primary social and

psychological motives for using Instagram: social

interaction, archiving, self-expression, escapism,

and peeking [22]. Images and text shared in

posts can be analyzed to unravel patterns that can

signal the presence of depression, such as the

preferences of colors [6], certain topics through

images or captions [2, 3], the use of certain words

[38], image filters [31], or explicitly expressing

depressive symptoms [20].

Social media markers have been reported

as a valid way to detect depression [20, 31].

On Instagram, these markers significantly differ

between depressed people and nondepressed

people, which include the number of Instagram

followers, frequency of Instagram use or content of

messages, and filters [20, 31].

A qualitative analysis of depression-related

posts on Instagram revealed different types of

disclosures individuals make in the context of

depression-tagged posts [3]. In [17], authors

found that people with depressive symptoms are

more likely to prefer the use of Twitter over

Instagram and Facebook.

Also, in [24] was reported that more frequent

Instagram use had associations with greater

depressive symptoms when users reported a high

proportion of strangers followed. Finally, negative

social comparison has been one of the reasons for

depressive symptoms [24, 26].

With regards to Facebook, having few

Facebook friends and mutual friends, posting

frequently, and using few location tags are

positively correlated with depressive symptoms

[20]. Nonetheless, other works report that

Facebook can work as a protective factor against

depressive symptoms [17].

In this work, we focus on the in-the-wild usage

of Instagram to study depressive moods since it

Fig. 1. Screenshot of the Instagram mobile app when

looking for images related with keyword depressed

is an SNS that has been popular with younger

generations.

In addition, Instagram’s nature of promoting

oneself and telling others about what is

happening during your day contrasts with other

discussion-oriented SNSs (e.g., Twitter) [28],

which makes Instagram a suitable platform to

analyze users’ content and investigate whether it

can reveal their moods.

As opposed to previous works that use surveys

[24, 23, 22, 17, 26, 30, 33] or analyze posts

filtered by depression-related hashtags such as

#depression or #depressed [2, 3, 14, 29, 1], in

this work we developed a tool to collect Instagram

posts of young adults (i.e., our participants) and

ask them to answer the PANAS-X inventory each

time they posted.

Next, we analyzed those images, text, and

posting behavior to associate them with depressive

moods as users go by in their daily lives.

We used two approaches: inferential statistics

and machine learning.

Analyzing in-the-wild posts can be challenging

since there may be posts that are completely

unrelated to the posters’ moods. In this

regard, our study yields ecologically valid results

and understandings of how SNS are used in

real life [4, 7].
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Fig. 2. Snapshots of the web-based app (In spanish)

2 Related Work

The interest in identifying users’ internal states

through Instagram posts has increased in the last

decade [24, 23, 22, 17, 26, 30, 33, 2, 3, 14,

29]. Observational studies typically use self-report

data to find associations between psychological

inventories and behavior [24, 23, 22, 17, 26,

30, 33]. Other works, however, have focused

on analyzing Instagram posts seeking behavior

patterns from images, text, and emoticons. In

this section, we describe works that focus

on the analysis of text, images, and posting

behavior in SNS.

2.1 Text Analysis in SNS

Text analysis tools and techniques have been

increasingly used to get insights into the users’

internal states (e.g., mood and emotions),

or other psychological traits [38, 18]. Text

analysis has been particularly used to explore

and predict different mental disorders through

posts on SNSs [9, 11].

Previous works have shown that certain

keywords in SNS posts can be used to identify

individuals with mental disorders. For instance,

these types of posts include hashtags such as

#depression, #anxiety or #suicide, among other

words that may be related to mental disorders such

as the names of antidepressants [14] or the name

of the disorder itself [9, 10, 27].

For instance, in [10] it was proposed a lexicon

of depressed users on Twitter and found that

some recurrent themes were related to symptoms

(e.g., anxiety, withdrawal, severe, delusions),

disclosure (e.g., fun, play, helped, god), treatment

(e.g., medication, side-effects, doctor, doses),

and relationships (e.g., home, woman, she, him).

Authors from [34] showed that college students

with depression often use more personal singular

pronouns at the moment of writing. Although
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Fig. 3. Random sample of 50% of the images posted by individuals who were categorized in the minimal, mild, moderate,

and severe classes. Images have been intentionally blurred for privacy

this study was carried out with written essays,

these findings could potentially be extrapolated

to SNS posts.

Another approach often used is sentiment

analysis since keywords and words used by users

with mental disorders are often charged with

negative emotions [11, 43]. For example, it has

been reported that some words such as issues,

bad, or anxiety could be used to predict the jump

from depression to suicidal thoughts [11].

Some of these words had high frequency

like other less negative ones such as make,

around, time, when, where, and others. However,

this could raise some concerns as people might

not be completely honest on SNS by purposely

undermining their own negative feelings so others

do not feel bad for them [12] or by expressing

more positive emotions than they are actually

experiencing since it might attract more attention

to the post [37].

Text analysis per se can be challenging, but

it can be more difficult if analysis is carried out

without further context. For a more precise

interpretation of the users’ moods, more data

associated with the users moods at the time of

posting is required.

2.2 Image Analysis on SNS

The content of shared images can include data

about the user’s interests and potentially about

their mental state or mood. Examples of these
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Table 1. Face data extracted by Google cloud vision API grouped by Beck’s class

Beck’s
Class

Users
(N)

Images
(N)

Faces
(N)

Faces
(Max N)

Faces
(Mean)

Positive Emotion
(Mean)

Negative Emotion
(Mean)

Minimal 17 151 138 10 0.9139 25.0066 14.7615

Mild 5 65 33 10 0.5076 18.0461 12.1538

Moderate 7 53 67 8 1.2641 27.0377 20.4905

Severe 6 56 55 10 0.9821 18.6428 21.6250

Table 2. Face data extracted by Google cloud vision API grouped by the PANAS-X main categories

PANAS-X
Category

Images
(N)

Faces
(N)

Faces
(Max N)

Faces
(Mean)

Positive Emotion
(Mean)

Negative Emotion
(Mean)

Positive 180 184 10 1.0222 28.2722 13.5888

Negative 45 35 8 0.7777 15.3777 29.0222

Neutral Positive 44 32 6 0.7272 20.4772 20.6818

Neutral Negative 56 42 6 0.7500 13.2857 11.6785

types of content include the number of faces (i.e.,

individuals) in the image, the predominant color,

and the types of objects, among others.

The content of Instagram images has been

analyzed and linked to different aspects of users.

For example, when studying the relationship

between personality traits and gender, and the

images posted, researchers found a link between

extraversion and gender of users [21].

Likewise, [36] extracted objects using Microsoft

Azure Cognitive Services with the aim of

classifying images into thousands of categories,

such as car, city, interior, and others, and used

them to determine the age and gender of users.

The relationship between mental health and

shared photos has also been studied.

For example, in [27] studied the relationship

between several visual attributes of the images

such as color, themes or emotions, and

self-disclosures of Instagram users related to

their mental health. Images shared on SNSs have

also been used for detecting depression.

In [31] analyzed the content of images and data

such as the number of posts per day or the number

of likes to compare nondepressed and depressed

individuals. Features such as the number of faces

in the photos and color properties were related

to depression.

However, the dataset entries were observed

and labeled through crowdsourcing with Amazon’s

Mechanical Turk, which could have introduced a

bias since emotions can be interpreted differently

by third parties.

Moreover, the user who posted the image might

have a salient emotion at the moment of posting,

which could have been missed by annotators since

they are only looking at the image.

Then, having third parties annotate the images

of others can be a challenge to derive adequate

findings, since different cultures or experiences can

shape or bias the annotations.

In another study, [46] used a deep regression

network (deemed DepressNet) to analyze faces

since they might indicate a depressive disorder.

However, apart from selfies, users on Instagram

typically post different types of images, such as

landscapes, artwork, or pets, which makes it

difficult to deploy in the wild.

Finally, in [8] used multimodal data from

Instagram posts, including the content of images,

text, and user’s behavior, to detect users with

depressive moods. For the image analysis,
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Table 3. Number of images with animals and sketches grouped by the Beck’s class

Beck’s Category Animals Sketches
% of Total Images by

Beck’s Category

Minimal 14 16 19.87

Mild 10 12 33.85

Moderate 4 2 11.32

Severe 9 2 19.64

Total 37 32 84.68

Fig. 4. Posting activity from all users throughout the duration of the study (x-axis = days; y-axis = participants)

used the AlexNet Convolutional Neural Network

for transfer learning to get a prediction score of

depressive images.

Afterward, they merged individual predictions

for image, text, and behavior for an overall

prediction. Although the dataset was obtained from

real users, they retrieved the dataset by searching

specific depression keywords on Instagram users’

profiles, which could have biased the results

toward individuals who self-describe as depressed.

In general, there is a need for conducting

studies that analyze data coming from individuals

with their typical behavior on SNS, i.e., ecologically

valid findings. Moreover, research must consider a
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Fig. 5. Posts binned per the hour of day (x axis = time of day; y axis = number of posts)

wider range of posts from users [29] as opposed

to selecting posts with specific hashtags (e.g.,

#depression), which can bias the results and

our understanding of the manner in which these

aspects take place in the real world.

3 Methods

We carried out an observational study to collect

users’ Instagram posts from which we analyzed

text, images, and posting behavior (i.e., time

of post).

In this section, we describe the participants,

research procedure, dataset, and data

preprocessing.

3.1 Participants

We used a convenience sampling method to recruit

participants. The invitations to participate in the

study were sent through electronic media such as

WhatsApp or Facebook Messenger.

We recruited 50 individuals from Northwest

Mexico, from which 35 participants (13 male)

remained until the end of the study.

Our participants were, on average, 23.51 years

old (SD = 3.36), ranging 19-40 years old. Sixteen

(16) of them (45.71%) were university students.

34% of the participants said they were regular

users of Instagram. All our participants were

native speakers of Spanish. All participants signed

an informed consent. No monetary incentive

was given.
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Fig. 6. General negative affect (GNA) and general positive affect (GPA) from PANAS-X across the Beck’s classes

3.2 Instruments

We used the following instruments to obtain data in

the wild.

3.2.1 PANAS-X

We used the validated Spanish version of the

PANAS-X [32], which has 46 items to measure the

positive affect and negative affect using a 5-point

Likert-like scale (1 = Lightly or nothing; 5 = Always).

The original English version consists of 60

items [41]. The PANAS-X shows two different

kinds of categories for both ends of the valence

spectrum: General Positive Affect (GPA) and

General Negative Affect (GNA), as well as the

Basic Positive Affect (BPA) and Basic Negative

Affect (BNA). GPA and GNA are directly related

to the results of the more commonly used PANAS

[41], as they are composed of the same items.

Their basic counterparts are composed of

different kinds of items that are only present in

PANAS-X and reach other kinds of emotions

like fear, sadness, guilt, hostility, joviality,

self-assurance, and attentiveness.

The rationale behind PANAS-X’s positive and

negative affect is that people are able to feel both

kinds of emotions at the same time in the same

high or low intensity levels.

It is possible to detect intense joy or happiness

while also detecting strong feelings of sadness or

anger through these questionnaires. Such cases

can be related to being confused about what one

can feel about certain situations.

3.2.2 Beck’s Depression Inventory

Beck’s depression inventory (BDI) [35] is a Spanish

version of a psychological test used to evaluate the

depressive symptomatology of people.

The BDI has 21 items designed to assess the

severity of symptoms of depression in adults and

adolescents. The BDI has a score range of 0 to 63,

depending on the option selected by the person.

This score helps researchers and health

professionals categorize the level of depression

according to people’s symptoms in order to identify

its intensity or evaluate its therapeutic progress.
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Table 4. Pearson’s R correlation between PANAS-X affect scores, and SentiStrength and Google AutoML

SentiStrength
Positive Affect

SentiStrength
Negative Affect

Google AutoML
Natural Language Value

GPA

r 0.037 -0.004 0.101

N 325.0 325.0 325.0

p 0.256 0.474 0.035

GNA

r -0.069 -0.086 -0.108

N 325.0 325.0 325.0

p 0.106 0.061 0.025

Table 5. Contingency table showing the number of posts per week

Beck’s Class Week 1 Week 2 Week 3 Week 4 Week 5 Total

Minimal 32 36 27 28 28 151

Mild 5 16 10 21 13 65

Moderate 10 9 8 16 10 53

Severe 13 16 8 12 7 56

Total 60 77 53 77 58 325

3.2.3 Web-Based App for Data Collection

We developed a web-based app (Figure 2)

to retrieve the users’ latest posts using their

Instagram (IG) handle. Every time the users posted

on IG, our web-based app retrieved the posted

image, text, and date.

Below the retrieved image from the IG post, the

app displayed the PANAS-X questionnaire so that

our participants could rate the types of emotions

felt at the moment of posting that particular image.

This strategy differs from previous approaches

since it provides not only the data linked to the post

(e.g., image, text, timestamp) but also about their

emotions at the time of posting.

3.3 Data Collection Protocol

Thirty-five individuals participated in this study who

received a demographic questionnaire and Beck’s

depression inventory (BDI) in Spanish [35], which

they responded to online without supervision.

First, we explained to the participants the

general purpose of the study. Also, we asked them

about their frequency of use of IG and IG handle.

Of the 35 participants, 17 obtained a Beck score

that falls in the category of minimal depression

(score 0-13), 5 in mild depression (score 14-19),

7 as moderate depression (score 20-28), and 6

with severe depression (score 29 or more). The

procedure was as follows:

– For 32 days, participants had to use Instagram

as they would typically use it. We suggested our

participants post 4 times per week, although this

was not compulsory.

– After each post, they were asked to answer the

PANAS-X that corresponded to that publication

using our Web-based app.

– In the event that the participant posted and did

not answer the corresponding PANAS-X after a

few hours, one of the authors sent a reminder via

the WhatsApp or Instagram messaging service.

4 Data Preprocessing and Feature
Extraction

A total of 325 entries were posted by the 35

participants. On average, each user posted 9.28

times (SD = 4.94) throughout the duration of the

study. From the 325 images, 151 were posted by

participants in the category of minimal depression,
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Table 6. Contingency table showing the number of posts

per time of day

Beck’s class Morning Afternoon Night Total

Minimal 85 5 61 151

Mild 44 2 19 65

Moderate 35 7 11 53

Severe 27 1 28 56

Total 191 15 119 325

Table 7. Results with the 16-day time window

Classifier Accuracy Precision Recall F1-Score

SVM 0.65 0.65 0.55 0.55

RF 0.62 0.49 0.66 0.46

LR 0.65 0.65 0.55 0.55

according to Beck’s depression inventory, 65 by

participants in the mild class, 53 by those in

the moderate class, and 56 by participants who

were categorized as severely depressed. Figure

3 shows a random sample of the images posted by

users from all depression categories.

From the 325 entries, 46 entries consisted of

image-only publications. From these, 18 entries

came from participants categorized in the minimal

class, 19 from participants in the mild class, 2

from participants in the moderate class, and 7 from

those classified as severely depressed, according

to Beck’s depression inventory.

From the 279 posts that included text, they

included a mean text description of 11.59 words

(SD = 19.91). Each text record consisted of the

following: post ID (Integer), IG handle (string),

timestamp (Integer), text description (string),

image URL (string), and type of post (string:

carousel, video, or image).

In summary, the dataset consisted of 325 image

files, 279 text records, and 325 46-tuple vectors,

i.e., one PANAS-X answer per post. To analyze

the content of posts, we extracted features by

preprocessing the data using state-of-the-art tools.

4.1 Text Processing

For studying the link between the text of an IG

post and the emotions reported by the participants,

we used two different tools that identify the

general emotion from the given text and also

provide additional information that can be related

to depression, such as the amount of singular or

plural pronouns, which has been reported to be

relevant in depressed students [34].

The first tool was the Google AutoML Natural

Language [13], which delivers the magnitude

and value score of the identified emotion in

the text, pronoun count, first-person pronouns,

first-person singular pronouns, plural pronouns,

and first-person plural pronouns.

The second tool used was the Spanish version

of SentiStrength [40], original version by [39],

which delivers the negative and positive scores

from the identified emotion in the text. In the case

of SentiStrength, we removed emoticons since the

tool is unable to detect them and can only interfere

the analysis.

Finally, we also computed the number of

characters and words, the ratio of the number of

pronouns over the number of words, the ratio of

first-person pronouns over total pronouns, and the

ratio of plural pronouns over total pronouns. In

total, we obtained 14 features from the text.

4.2 Image Processing

To extract features from the image dataset,

we used the state-of-the-art Automated Machine

Learning (AutoML) Vision by Google Cloud

Platform1, which is an implementation of AutoML

for image classification and object detection.

It consists of an Application Programming

Interface (API) that offers machine learning models

that assign labels and detects objects in images,

and it can also be used to train personalized

models of machine learning. In total, we obtained

9 features from images. Color perception has been

suggested as a marker of mood [5], where grayer

and darker colors are related to depressive moods.

We included the dominant Red (R), Green (G),

and Blue (B) colors of each photo provided by the

Google Cloud service. Also, the levels of hue and

saturation have been of interest to researchers as

they could possibly indicate levels of sadness or

depression [31].

1cloud.google.com/
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Table 8. Results with the 7-day (week) time window

Classifier Accuracy Precision Recall F1-score

SVM 0.62 0.61 0.53 0.55

RF 0.51 0.47 0.43 0.43

LR 0.59 0.58 0.59 0.58

Table 9. IG dataset content

Class Training Validation

Predominantly depressive 138 images 35 images

Barely depressive 121 images 30 images

Drawing on this, the mean values of Hue,

Saturation, and Value (HSV) were retrieved from

the images through the scikit-image library2.

We obtained relevant object labels from images

that can be used to relate to a depressive mood.

For example, the label face, since according to

[]reece2017instagram, the number of faces reflects

a greater social interaction, which can be related to

less tendency to depression. Table 1 and Table 2

show data related to faces and their emotions as

detected by Google Cloud Vision API.

Since the dataset features images with humans,

pets, landscapes, drawings or anything the user

felt like posting, we also obtained labels animal, if

there were animals in the photo, and sketch, since

we identified that several images were drawings,

cartoons or sketches. Table 3 shows the data with

this type of content.

4.3 Behavior Data Processing

Mental status can be related to posting behavior,

such as the time or frequency of posting activity.

In Figure 4, we show a heatmap with the posting

activity from all our participants.

A darker color indicates more publications

during each day. For the purposes of this figure,

we grouped the users by Beck’s class in the Y

axis (A xx = minimal depression, B xx = mild,

C xx = moderate, D xx = severe).

Figure 5 shows the time of day in which

participants posted the most, grouped by the

participants’ severity of depression.

2scikit-image.org/

It can be seen that there is a sharp

increase of activity from 10 PM to 5 AM in

our participants, particularly those categorized as

severely depressed. Most posts occurred from

midnight to noon across all groups. From behavior

processing, we obtained 3 features: date, time, and

time between consecutive posts in minutes.

5 Results

In this section, we present the results of analyzing

data collected from the observational study to

detect depressive moods of users from their

Instagram posts using two approaches:

1. Inferential statistics.

2. Machine learning techniques.

5.1 Inferential Statistics Approach

5.1.1 Relating the Severity of Depression and
the Emotions Linked to a Post

Detecting depressive moods in IG posts where

there are no clear signals of sadness, such as

gloomy pictures or certain keywords, can be

challenging. For this, we first need to identify the

types of emotions related to a particular post, i.e.,

the emotions experienced by the participants at the

moment of posting.

For this, we used t-student tests to explore the

relationship between the level of depression

as approximated by the Becks’ inventory

(administered at the beginning of the study),

and the general positive/negative emotions

through the PANAS-X (administered each time the

user posted).

As shown in Figure 6, for the General Positive

Affect (GPA), participants with depressive moods

(i.e., mild, moderate, and severe) had lower scores

(GPA = 20.98, SD = 8.84) when compared

with users with minimal depressive moods

(GPA = 25.00, SD = 9.22), which was statistically

significant (t = 4.01, df = 312, P < 0.0001).

As for the General Negative Affect (GNA),

participants with depressive moods had a

significantly higher score (GNA = 17.74,

SD = 6.51) when compared with users with
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Table 10. MART dataset content across the two classes

Class Paintings

Negative 183 images

Positive 317 images

minimal depressive moods (GNA = 14.76,

SD = 8.09), which was statistically significant

(t = −3.67, df = 321,P < 0.0001). Also,

participants with severe depression had a mean

GPA of 18.64 (SD = 7.30), while the rest of the

classes had an average GPA score of 23.72

(SD = 9.35) (t = −4.49, df = 97, P < 0.0001).

On the other hand, participants with severe

depression also reported higher scores of the GNA

(mean = 21.62; SD = 8.41) when compared with

the average GNA (mean = 15.26; SD = 6.87) of

the rest of the participants (t = 5.3, df = 71,

P < 0.0001). This suggests that the PANAS-X

helps discriminate negative and positive emotions

associated with a particular post. Even more, these

feelings seem to concur with Beck’s classes.

5.1.2 Text Analysis

We obtained the Pearson’s R correlation between

the reported PANAS-X’s GPAs and GNAs and the

scores from the SentiStrength and Google AutoML

sentiment analysis tools (Table 4). As shown in

Table 4, there is a positive correlation between the

GPA and the Google AutoML Natural Language

Value (r = 0.101, N = 325, p = 0.035).

Also, there is a negative correlation between

Google AutoML Natural Language Value and the

GNA (r = −0.108, N = 325, p = 0.025),

contrary to what was expected. Although weak,

these correlations show that there is a relationship

between the GPA and the GNA and the valence

detected by Google AutoML and that there is

an association between the affect related to a

particular post and the affect of the text.

Also, SentiStrength’s results were not

statistically significant, but it is interesting that

with both tools, the GNA was slightly more

correlated with the text than the GPA, which

could potentially suggest that people are more

expressive about their negative feelings rather

than their positive ones. Still, this is inconclusive.

5.1.3 Image Analysis

One of our interests is to better understand

certain markers that describe depressive moods

in Instagram posts. [31] reported that people with

depression are more interested in “bluer” o “darker

blue” images in comparison with nondepressed.

Since hue levels are directly related to the blue

color of an image.

We conducted an analysis of images posted by

our participants. The hue levels from the images

posted by participants with depressive moods

(mean = 0.40, SD = 0.09) were higher

than those with minimal depressive moods

(mean = 0.37, SD = 0.09).

The mean difference was 0.03, which was

statistically significant (t = −2.13, df = 316,

p = 0.017). This means that participants with

depression generally posted images that were

slightly “bluer”. Also, there were fewer faces in

the photos posted by participants with depressive

moods (mean = 0.89, SD = 1.71) than in those

by nondepressed (mean = 0.91, SD = 1.44).

The mean difference was 0.02, which was not

significant (t = −0.13, df = 323, p = 0.45).

5.1.4 Behavior Analysis

As shown in Figure 4, there are slight differences

between the groups. The group in the mild class

seems to have more activity than the rest of the

groups. A chi-square test was used to explore the

association between the severity of depression and

the number of posts per week. Table 5 shows

the contingency table. There was no significant

association between the severity of depression of

the participant and the number of posts per week

(X2 = 13.35, df = 12, p = 0.34).

Previous works have reported signals of

possible posting patterns in depressed individuals

[10]. That is, depressed individuals tend to be more

active at night than non-depressed ones. For this

analysis, we binned posts into three times of day

(morning: 4:00 AM - 12:59 PM, afternoon: 1:00

PM - 7:59 PM, night: 8:00 PM - 3:59 AM). The

chi-square test was used to explore the association

between the severity of depression (i.e., Beck’s

class) and the number of posts per time of the day.
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Table 11. IG and MART: Merged dataset

Class Training Validation

Predominantly

Depressive
285 images 71 images

Barely

Depressive
373 images 94 images

Following Table 6, there was a significant

difference between Beck’s class and the

time of day at the moment of posting

(X2 = 20.85, df = 6, p < 0.01). Therefore,

the evidence collected suggests that posting

time is associated with Beck’s class in which our

participants were categorized.

5.2 A Classic Machine Learning Approach

We used a classic machine learning approach to

classify the participants’ Beck’s class based solely

on the data shared in their posts. For this, we

represented each participant with a vector that we

used for training models. Afterward, we evaluated

the models on unseen vectors. Since we have a

small dataset, we used N-fold cross-validation for

the evaluation.

5.2.1 Target Classes

We used binary target classes. For this,

we combined mild, moderate, and severe

Beck’s classes into a single class deemed as

Predominantly depressive and the other remaining

class minimal deemed as Barely depressive.

This arrangement categorized 17 subjects

within the class Barely depressive and 18 within

the class Predominantly depressive. However, we

removed the data from participants A 01, A 07,

A 09, A 10, A 12, C 05, D 01, D 05, and D 06

since they posted infrequently and spent about

two weeks without posting, making feature vectors

invalid in all these cases.

This exclusion leads to 12 subjects in Barely

depressive class and 14 in Predominantly

depressive class.

5.2.2 Feature Vectors

We preprocessed each post and obtained the

26 features described in Section 4 such as

magnitude and value of text emotion, count of

pronouns, number of faces in the image, time of

posting, and others. Since a single post is not

enough to characterize a person with depression,

we aggregate data from several posts to obtain

a 52-tuple vector composed of the Mean and

Standard Deviation (SD) per feature.

We run experiments with two different time

windows to aggregate features and construct the

vectors. The first time window comprised 16 days,

which produced 50 vectors. Lastly, a 7-day time

window resulted in 116 vectors. We performed

a correlation analysis across the vector elements,

and dropped those highly correlated.

For instance, the SD of the number of

characters had a 99% correlation with the SD of

the number of words, so we only kept one of

those. The correlation threshold to drop features

was set to 90%, thus the feature vector size was

reduced to 37.

5.2.3 Binary Classification

We used the normalized 37-feature vectors to

train machine learning models using the Python

Scikit-learn library3. We run experiments with the

following algorithms: Support Vector Machines

(SVM), Random Forest (RF), and Logistic

Regression (LR) using 10-fold cross-validation. We

run a hyperparameter grid search in all algorithms,

and we report the best results.

The hyperparameter search space was {C: 0.1,

1, 10, 30, 40, 50; Gamma: 0.5, 1, 5, 10} for SVM,

{C: 0.001, 0.1, 1, 10, 30, 40, 100; Penalty: “I1”,

“I2”; Solver: “liblinear”, “saga”} for LR, and {emax

depth: 30, 50, 60, 80, 100; minimum samples per

leaf: 2, 3, 5, 8; minimum samples per split: 4,

7, 8, 10; number of estimators: 60, 80, 90, 100,

150} for RF.

Additionally, we evaluated using different

top k features that resulted from the feature

selection process during cross-validation. We next

compared the results using Accuracy, Precision,

3scikit-learn.org/
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Table 12. IG and Art photo: Merged dataset

Class Training Validation

Predominantly

Depressive
459 images 142 images

Barely

Depressive
404 images 125 images

Recall, and F1-score evaluation metrics per 16

days (Table 7) and 7-day (Table 8). It can be seen

that SVM and LR outperform RF. In the case of a

7-day time frame, SVM had higher Accuracy and

Precision but lower Recall than LR.

The best features for the 16-day window (Table

7) were text Google value score average, word

count in first person voice average, animal flags

average, value of the image, red intensity average,

green intensity, and blue intensity average.

The best hyperparameters for the 16-day

window were C=30 and γ = 0.001 for SVM; max

depth=40, max features=1, and n estimators=80

for RF; and C=0.01, penalty=12, and solver=

libnear for LR. In addition, the best features for

the 7-day window (Table 8) were the text Google

value score average, word count in first person

voice average, pronouns ratio average, animal

flags average, and value of the image.

The best hyperparameters for the 7-day window

were: C=10 and γ = 5 for SVM; max depth=20,

max features=4 and n estimators=100 for RF; and

C=1, penalty=11 and solver= libnear for LR. We

can see that features that produce better results

are similar across all classifiers. In fact, the

features “animal flags average” and “value” remain

relevant across all classifiers.

5.3 A Deep Learning Approach

We also utilized deep learning (DL) algorithms to

learn about the potential to discriminate between

depressed and nondepressed individuals based

on images. We used the same aforementioned

classes: Predominantly depressive and Barely

depressive. Due to a small dataset, we used

transfer learning, which is a DL approach where

learned features in a pre-trained model with larger

datasets are transferred to a second network with

other target tasks and data.

The transfer learning approach has proven to

be powerful when there are data in a target

network [45]. The base model used for the

transfer learning was pre-trained with the ImageNet

dataset4, which contains more than 14 million

images within 1, categories.

The architecture used is ResNet50 [15], from

which the weights of the pre-trained model

were transferred to our target classification task,

removing the output layer of ResNet50 and

adding the connected layers of classification by

image. We used the library Tensorflow5 for

the experiments. We performed four different

experiments in this DL approach.

For the 4 experiments, we used transfer

learning with the model with ResNet50

architecture. The key difference among the 4

experiments was the datasets used. Since we

have a small dataset, we sought to augment

it with similar datasets labeled from people

with depression or labeled as positive or

negative images.

As mentioned, our participants shared images

with artistic content and drawings besides photos

of people and landmarks. We found datasets with

these types of content that are labeled as positive

and negative, which we next describe.

In total, we used 3 datasets for these four

experiments (E1, E2, E3, E4), merging some

of them for the experiments: a) the dataset we

collected (i.e., IG dataset); b) a dataset from

abstract paintings from the MART museum from

Italy (i.e., MART dataset); c) and a dataset from

artistic images showing emotions (i.e., Art photo

dataset). We next list the experiments:

– E1: ResNet50 with IG

– E2: ResNet50 with IG + MART

– E3: ResNet50 with IG + Art photo

– E4: ResNet50 with IG + MART + Art photo

During these experiments, the training

across the 4 experiments was made through

45 epochs. We tested with dropout regularization

to avoid overfitting.

4www.image-net.org/
5www.tensorflow.org/
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Table 13. IG, MART, and Art Photo: Merged dataset

Class Training Validation

Predominantly

Depressive
597 images 188 images

Barely

Depressive
641 images 203 images

In the following sections, we describe each

of the following experiments with mode details.

The results of those will be shown in the

following pages.

5.3.1 E1: ResNet50 with IG

As mentioned, we used 2 classes: Predominantly

depressive and Barely depressive. For E1, the

IG dataset was split into training data (80%) and

validation data (20%). The data distribution was

done as shown in Table 9.

5.3.2 E2: ResNet50 with IG + MART

In [44] applied a methodology to classify 500

abstract paintings from the MART museum from

Italy. They used 2 classes: Positive perception and

Negative perception.

They performed a statistical classification

in which 100 participants reported their first

impression of the abstract painting on a 1 – 7 scale

(1 = Negative perception; 7 = Positive perception).

Authors defined those with average scores

lower or equal to 4 as the negative class and those

with average scores above 4 as the positive. The

distribution of classes is shown in Table 10.

In E2, we merged the IG dataset with the

dataset created by [44], where the samples from

the Negative class were merged with the samples

from the Predominantly depressive class.

Similarly, the samples in the Positive class were

merged with the samples of the Barely depressive

class. Table 11 shows the resulting dataset split

into two: training (80%) and validation (20%).

5.3.3 E3: ResNet50 with IG + Art Photo

Authors from [25] proposed a methodology to

extract emotional features of images, like color,

composition, hue, and others, with the aim of

classifying images using the presented emotion.

They used a dataset with 806 artistic images.

These images were obtained through an

image hosting website using the search terms:

Amusement, Awe, Contentment, Excitement as

positive emotions, and Anger, Disgust, Fear, Sad

to represent negative emotions.

The images were created by artists who sought

to awaken a specific emotion to the viewer through

the color manipulation, illumination, composition,

and so forth.

Like the previous example, we merged these

images with the IG dataset, taking the images

with negative class as Predominantly depressive

and the images with positive class as Barely

depressive. The total of images with configuration

of 80% for training and 20% for validation is shown

in Table 12.

5.3.4 E4: ResNet50 with IG + MART + Art Photo

The last dataset used is a combination of the three

datasets previously described. This resulted in a

new dataset with images close to those an average

user can post on Instagram (i.e., real, artistic,

or abstract images). The total of images with a

configuration of 80% training and 20% validation

is shown in Table 13.

5.3.5 Classification Results with DL

Figure 7 and Figure 8 show the training and

validation accuracy from the four experiments. As

we can see, the results are lower than 0.60

accuracy across all the experiments in both the

training and validation sets. This experiment

provides an understanding of the potential of using

the algorithms in this problem using all the data for

training and validation.

For further exploration, we trained and validated

using only the MART dataset, not including the

Instagram data. The accuracy results are 1 in

training and 0.75 in validation, showing overfitting

but, most importantly, showing that adding the
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Fig. 7. Training accuracy through 45 epochs

Instagram datasets significantly decreased results.

This can be caused due to different reasons,

such as the image distributions from both datasets

being different or the labels positive or negative

not aligning well with the classes from the Beck’s

depression inventory.

In general, just like most available datasets,

both the MART dataset and the Art photo dataset

were labeled a posteriori by third parties and do not

properly reflect the emotions when a photo is taken

or posted by an individual.

On the contrary, our Instagram dataset was

collected in the wild, where our participants were

categorized according to the Becks’ depression

inventory, who might be privately dealing with their

condition, showing subtle signs through their posts

while not being truly explicit about it. The results

obtained through deep learning are not conclusive.

We believe that these results can be improved

by combining more information from the posts,

such as the image captions. However, we wanted

to show these results, which can illustrate the

difficulty of this problem. More studies of this kind

are needed to deepen the understanding of this

problem and the way the DL can help tackle it.

6 Discussion

There are several aspects that can be of interest

to the HCI community, and that can be used in

real-world applications for monitoring patients who

have been diagnosed with certain disorders, such

as depressive disorders. First, from our results,

we can see that the PANAS-X can help identify

emotions related to a particular post, having found

that those with depressive moods have a higher
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Fig. 8. Validation accuracy through 45 epochs

GNA and a lower GPA than those who barely

have depressive moods. Also, as expected, those

with prominent depressive moods (i.e., severe

depression) have a higher GNA and lower GPA

when compared with all other Beck’s classes.

Even when this aspect was asked every time

a participant posted an image on Instagram,

these emotions seemed to be generalized as they

spanned across the entire set of participants, i.e.,

there was an actual difference between the groups.

As for the images published, we found

that participants who have prominent depressive

moods generally posted images that are bluer, that

is, the prominent underlying color is blue.

This concurs with other studies that report

that blue or grayscale colors are preferred by

depressed individuals [6]. The results from our

study help us understand that these findings can

also be replicated in Mexican young adults (i.e.,

our participants).

Although this is not conclusive due to statistical

power, our results suggest that this is an interesting

avenue to explore. Also, from the posting behavior,

the number of posts by our participants (i.e.,

posting behavior) did not vary across all the study

between groups.

The time of day, however, seems to be a

good discriminant between those with prominent

depressive behaviors and those who were

classified as minimally depressed.

The obtained results with machine learning are

higher than chance, which proves the feasibility of

using these types of algorithms to be potentially

used to detect depression with reservations.

However, better ways to discriminate the types

of posts are paramount for designing and training

appropriate machine learning models. Possibly, for

this particular problem, we may need multi-modal

classification from data coming from various

sources, rather than focusing only on IG data.
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Fig. 9. Posts from four participants: (a) Severe 1: GPA=11, GNA=43; (b) Severe 2: GPA=29, GNA=36; (c) Minimal 1:

GPA=46, GNA=15; (d) Minimal 2: GPA=41, GNA=10. The maximum value for GPA and GNA is 50. Faces have been

blurred for privacy

Still, our results are valuable in that is one

of the first studies trying to understand whether

in-the-wild behaviors such as the use of IG can be

used to infer certain behaviors of interest.

6.1 Ecological Validity

The in-the-wild nature of this study can be

double-edged. On the one side, the findings

derived from the data can be ecologically valid

[4, 7], since the dataset we collected is similar to

what young adults are posting on Instagram in their

day-to-day lives.

Using hashtagged posts can cause filter bias

during analysis [29]. To avoid this, in this work,

we considered all types of posts by users during

a four-week window, which can be difficult for

algorithms to discriminate due to the noise derived

from heterogeneous content published by users.

One of the challenges in this work is the

diversity in the data across various levels

of depression, as categorized by Beck’s

depression inventory. For instance, an image

shared by a person with severe depression might

be similar in terms of colors or lighting to an

image shared by a person without any particular

sign of depression.
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At the same time, people with the same severity

of depression might share unrelated or opposite

images. To illustrate the heterogeneity of the

dataset, Figure 9 shows the HSV levels and

GPA/GNA data related to four posts from different

users who were categorized either as minimal or

severe, according to Beck’s depression inventory.

We also show the actual images, and the

caption associated, which have been translated

to English by the authors. Following, Figure 9a

and Figure 9b, we can see that Hue and Value

(ie., brightness) are similar, but not in terms of

Saturation. Also, both GPA are relatively low

(GPAa=11, GPAb=29) and both GNA are high

(GNAa=43, GNAb=36).

We want to highlight that both images were

posted by participants categorized as severely

depressed. Interestingly, these images yielded

similar values to Figure 9c in terms of hue,

saturation, and value (HSV). In other words,

images Figure 9a and Figure 9b look alike to their

polar opposite, Figure 9c.

Presumably, one expected type of image

with high GNA and low GPA from our severely

depressed participants is Figure 9c, which is dark

and essentially colorless. This image strongly

differs from Figure 9d, even when both have similar

values of GPA (GPAc=46; GPAd=41) and GNA

(GNAc=15, GNAd=10). Taking all of these aspects

into account, using machine learning approaches

for classifying these sorts of images is not trivial.

In most related work, the challenge associated

with using complete datasets from the day-to-day

lives of users has not been accounted for since

datasets generally originate from homogeneous

groups (e.g., online communities for depression

support) or commonly used hashtags on SNS

(e.g., #depression).

Since posts can have similar characteristics

stated from the moment that they are posted,

much more homogeneous data within target

classes can be obtained, and higher variations

between classes can have a significant positive

impact on the performance of machine learning

approaches. As we have seen in this work, having

a more diverse dataset has a negative impact on

the performance, especially due to the size of

the dataset.

6.2 Limitations and Scope

One limitation of the present study is the quantity

of data collected. For the statistical and machine

learning approaches, it is highly beneficial to have

large datasets (in this case, posts and users) to be

able to yield better results. Therefore, this study

could have benefited from a larger sample of users

over a longer period.

7 Conclusion

We presented an analysis of posts collected in the

wild from users of Instagram. From our results,

we can conclude that identifying depressive moods

from Instagram posts can be challenging since

participants typically post about their inner states

as much as about their interests, preferences,

hobbies, or even memes.

Images do not necessarily relate to feelings

or emotions, but may also be associated with

situations and interpersonal strategies (e.g., social

status). The results of this work can be

summarized as follows: some behaviors can be

potentially used to discriminate depressed from

nondepressed users, such as the time of posting

and the hue color of the images.

The in-the-wild nature of this study yielded

ecologically valid results, but further user

context could be useful for adequate results

in classification. As seen when merged with other

datasets, our dataset noisy.

Future work includes collecting more data

from more participants and over a longer

period, performing experiments with different

combinations of information gathered from posts

such as text, images, and perhaps additional

context such as filters or location.

Also, we suggest creating subcategories of

images such as people, locations, pets, or

other predefined categories, which could help

increase classification performance, but with

additional overhead.
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Abstract. Optimal real-time collection of a variety of

environmental parameters from several environmental

data sources, still remains a challenge in the selection

process. As environmental web services now have

access to a wider range of environmental data sources,

the quality of these services can vary, even if they

offer the same functionality. This competition among

providers means that environmental data may differ in

quality. Due to this competition, different environmental

data sources compete to provide these functionally

equivalent services with different levels of quality: the

quality of services (QoS), as well as, the quality of

the data sources themselves and their data (QoDS).

Therefore, we present an approach to satisfy the need

of ranking and selecting the optimal services. Our

contribution is an automated knowledge-driven approach

that relies on the ELECTRE III MCDM (Multi-Criteria

Decision-Making) method and on quality-aware service

selection, to optimally select services.

Keywords. Optimal service selection, multi-criteria

decision-making (MCDM).

1 Introduction

The environmental data comes from diverse

observations sent by traditional sensors (e.g.,

satellites, sensors, etc.), social media platforms

(e.g., cell phones, etc.), or cyber-physical systems.

Several challenging issues emerged, since, these

data sources have different characteristics, such

as the used protocols, access techniques, and

data formats.

Actually, due to the diverse characteristics of

these data sources, the dynamic change of data on

the Web and their related quality metrics over time

impacts selecting optimal data sources with their

related optimal data, which remains a challenge.

The access to these data sources is realized

through a layer of data services.

Although the services may offer the

same functionality, they can vary in terms of

non-functional attributes, such as Quality of
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Fig. 1. Overview on the layered architecture of the proposed automatic knowledge-driven solution for optimal

service selection

Service (QoS), which includes response time,

availability, cost, etc.

For example, when choosing a service, one

might prioritize the cheapest option, the fastest

option, or perhaps a compromise between the two,

that access to several data sources having different

quality attributes like trustworthiness, availability,

accuracy of the data sources, or also, age and

accuracy related to the data itself.

Consequently, many competing services may

offer the same concept with different QoS,

especially, with a large number of potentially

trustworthy services and constantly emerging new

services. The primary concern is how to evaluate

the quality of environmental data sources and the

data they provide.

Otherwise, there is a need to define and explicit

the qualities related to the data sources and data.

This problem persists as the web environment

becomes more dynamic, offering distributed large

datasets that require qualification.

The second challenge involves determining the

optimal selection of services, which remains a

significant issue, specifically, while taking into

account the quality related simultaneously to data

sources, data and services. Therefore, to tackle

these challenges, analyzing competitive qualities

and emerging services dynamically requires

intelligent analytic techniques.

These techniques provide enhanced

decision-making strategies for selecting

services. Various approaches have been

explored for discovering and selecting web

services, primarily relying on ontologies.

Examples include OWLS-MX2, WSMO-MX,

and SAWSDL-MX2. OWLS-MX2, WSMO-MX, and

SAWSDL-MX2 [29, 28, 42].

Although these approaches focus on a

better match of the functional or non-functional
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Fig. 2. The data source description module

parameters with the user requirements. They

fail to offer a definitive ranking of the optimal

selected services, especially when requests

involve complex constraints.

These constraints include the quality of the

data sources, the data itself, and the quality of

services. Several approaches were proposed in

the literature, to find the final ranking along with the

optimal solutions for the services selection issue

related to multi-criteria decision-making (MCDM)

techniques. The major advantage of using a

multi-criteria method is that it allows modeling the

scoring of the optimal solutions, in a more realistic

scenario, where a trade-off between conflicting

objectives must be resolved.

Several works were proposed to resolve

scoring the optimal solutions for the selection

problem. Among others, according to [45], ranking

approaches such that; AHP, PROMETHEE [14],

and ELECTRE [43] are not suitable for directly

ranking services due to their high complexity.

For this reason, works such as [37, 36, 53]

used the skyline paradigm [12] to search for the

optimal dominant services across an important

number of services. Skyline solves the selection

problem by reducing the search space of services

and determines the set of the dominant services

based on a Pareto-front.

Nevertheless, it presents two issues: the first

one is that its retrieved dominant services are

incomparable, without giving any recommendation

upon which service to select, thus, causing some

confusion in the decision-making process. The

second issue, in a large-scale environment, a large

number of skyline services could be retrieved with

no ranking mechanism.

Therefore, adopting the fuzzy dominance

relationship [9] allows us to address both of the

stated skyline issues, since it is difficult to classify,

re-filter and thus, prune more dominated services

in the set of skyline services. To fulfill the

aforementioned issues, we propose an automated

knowledge-driven solution based on quality-aware

selected services. Our value-added contributions

can be summarized as follows:

– The first contribution focuses on evaluating

the quality of environmental data sources and

their inherent data. Our proposal ensures the

freshness and reliability of these data sources

and their associated data.

To achieve this, we introduce an ontology

that defines quality dimensions and their

corresponding inferences for assessing the

quality of data sources.

– The second contribution tackles the challenge

of optimal service selection with a focus on

quality-awareness. We propose an automated

knowledge-driven solution for optimal service

selection and ranking.
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Fig. 3. The data quality module

In addition to considering the Quality

of Service (QoS) of candidate services,

our approach also takes into account the

quality of the data sources (QoDS) as

inputs for the skyline operator and the

Multi-Criteria Decision-Making (MCDM)

technique, specifically ELECTRE III [43].

The skyline operator is employed to reduce

the search space of service candidates before

proceeding to the ranking process. As for the

ELECTRE III MCDM method, it offers optimal

rankings of services based on their qualities

[17, 16, 38, 22].

The rest of this paper is structured as

follows: Section 2 provides a review of related

works focusing on QoS-aware solutions using

Multi-Criteria Decision-Making (MCDM) methods

for optimal service selection and ranking.

Section 3 presents an overview of the layered

architecture of our automated knowledge-driven

solution for optimal service selection.

Section 4 elaborates on our definition of

quality dimensions related to data sources

using our proposed modular source ontology,

the Meteorological and Environmental Source

(MESOn) ontology, along with its related quality

dimensions and modules.

Section 5 presents our proposed approach for

the optimal service selection, denoted Bα-DSS

(Best α-Dominant Skyline Service). Section 6

details the applicability and the evaluation of our

approach through several experiments related to

the optimal service selection.

Section 7 presents the threats to validity related

to our proposals. Finally, we conclude our findings

and outline our future work in Section 8.

2 Related Work

This section overviews the most relevant related

works about QoS-aware Web services selection,

including MCDM approaches, and some other

solutions adopted in the service selection task. In

the problem of selecting services based on Quality

of Service (QoS), quality dimensions, also known

as quality criteria, have always been considered

crucial because of their direct influence on the

selection of optimal services. Various quality

dimensions are linked to data sources, including

trustworthiness, accuracy, and timeliness. Quality

dimensions related to data provided from the

data sources are also considered important

in the decision-making problems. Moreover,

several quality dimensions are linked to the
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Fig. 4. The platform module

Quality of Service (QoS), including execution time,

availability, reliability, reputation, and throughput.

A survey conducted by [8] organizes the

building blocks of these quality dimensions into

a taxonomy for dataset profiling, including their

assessment, summarization, and characterization

processes. Dataset profiling, as defined by

[8], involves a set of characteristics, both

semantic and statistical, that describe a dataset

comprehensively, considering the diversity of

domains and vocabularies on the Web of data.

However, one of the challenges faced in dataset

profiling is computing and interpreting the profiling

results. Hence, there is a need for a dedicated

solution to reason about and evaluate the dataset

used. Ontology stands as a suitable candidate

for interpreting and explicitly assessing the quality

related to environmental and meteorological data

sources. Consequently, to ensure the enrichment

of the data sources with quality dimensions, we

propose, in this work, the MESOn ontology along

with its inferences.

This ontology facilitates dataset profiling and

interprets the qualities at both levels: the data

source and the data retrieved by the service

accessing the data source. Several works dealt

with the problem of QoS-aware Web services

selection. Authors in [33] and [5] adopted the

Linear Programming technique to find the optimal

service selection extended with a model evaluating

the QoS parameters in [33].

The work in [49] developed a selection

algorithm based on QoS evaluation through

a QoS evaluation ontology. However, these

works consider only a small number of services

and QoS parameters, whereas the selection

process relies on exponential space complexity.

Accordingly, Recent studies concentrate on the

skyline algorithm to reduce considerably the

important number of services.

Moreover, the application of skyline can be

considered as a pre-processing step, since it

significantly reduces the search space of the

service candidates, and therefore, reduces the

computation time when applying the ranking and

the selection algorithms.

The skyline concept was firstly introduced in the

field of database, by Börzsönyi et al. [12] producing

3408 citations since 2001 (Google Scholar, May

2024). Several algorithms were proposed by

Börzsönyi et al. to compute the skyline alternatives

built on the Block Nested Loop (BNL) and Divide

and Conquer (D&C) [12] algorithms. Other

proposed progressive skyline algorithms, which

are the Index and Bitmap-based algorithms [47],

can output the skyline services without scanning

the entire set of the alternatives. Moreover, the

Nearest Neighbor (NN) and Branch and Bound

Skyline (BBS) algorithms, which rely on the R-tree
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Fig. 5. The provenance module

indexing structure introduced in [39], and that can

progressively scan the set of services alternatives.

In order to tackle the problem of large skyline

sets, many works such that [54, 9, 17, 16, 38]

are proposed, returning K-Representative

services to best describe the full skyline set.

However, the computation of K-Representative

Skyline is a costly problem, since it is

based on the multidimensional function.

Additionally, the incomparability between service

skyline candidates remains an issue in the

K-Representative Skyline method.

Therefore, this approach may lack user control

over the size of the returned skyline set,

especially when dealing with a high number of

quality dimensions. Additionally, it does not

provide information on the comparative relationship

between different skyline service candidates to

select the optimal one. Previous studies have

relied on the Pareto dominance relationship,

as demonstrated in works such as [4, 15, 1].

Furthermore, only a few research works have

combined the skyline approach with Multi-Criteria

Decision-Making (MCDM) based approaches to

solve the QoS-based selection problem and rank

the services to select an optimal one. In

addition, it is worthy to note, knowledge-driven

MCDM methods are only considered, in recent

past years. In their work, Dorfeshan et al. [19]

introduced a novel data- and knowledge-driven

Multi-Criteria Decision-Making (MCDM) method to

reduce dependence on expert assessments.

They employed an extended version of the

data-driven Decision-Making Trial and Evaluation

Laboratory (DEMATEL) method to determine the

criteria weights. Additionally, they used the

knowledge-driven ELECTRE and VIKOR methods

to rank the alternatives.

The Technique for Order of Preference by

Similarity to Ideal Solution (TOPSIS) method, as

described by Zou et al. [56], has been widely

utilized as a decision support method in various

studies. Its applications include selecting property

development locations, cars [57], [6], and mobile

applications [26].

In another study, TOPSIS was employed by

authors in [52] to optimize service selection on the

cloud. Polska et al. [41] developed a web service

selection approach based on sensitivity analysis.

They compared the Logic Scoring of Preference

(LSP) method with other MCDM methods such

as Analytic Hierarchy Process (AHP), VIKOR,

and TOPSIS.

Sun et al. [46] introduced a fuzzy

decision-making framework and MCDM-based

approach for cloud service selection. Their

work involved the use of a fuzzy ontology to

model uncertain relationships between objects in

databases for service matching.
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Fig. 6. Bα-DSS steps approach

They employed the AHP method to calculate

semantic similarity between concepts and the

TOPSIS method for multi-criteria decision-making

to rank cloud services. In a related study,

Kumar et al. introduced a new framework

named CSS-OSSR (Optimal Service Selection and

Ranking of Cloud Computing Criteria) [31].

They utilized the TOPSIS method to determine

the final ranking of cloud services. Another

approach, proposed by Ouadah et al. [37], is called

SkyAP-S3, which integrates skyline with AHP and

PROMETHEE to rank services.

Serrai et al. [44] proposed a method

that combines skyline with several MCDM

(Multi-Criteria Decision-Making) techniques

such as SAW, VIKOR, and TOPSIS for service

selection and ranking. Xu et al. [51] addressed the

QoS-aware service selection problem based on

user preferences and fuzzy datasets.

They utilized fuzzy set theory and a fuzzy

genetic algorithm to rank web services. In [9],

authors proposed the α-dominance principle to

rank the Web services based on the quality

of services and assigned a fuzzy dominating

score to services. However, to our best

knowledge, none of these works considered at

the same time, the skyline paradigm reducing

the services number, the fuzzy degree dominance

enabling classifying, re-filtering and pruning more

services in the service skyline set, and finally the

ranking mechanism.

Although these solutions are a promising

direction, efforts are still needed for enforcing and

optimizing the quality of solutions. While the

existing solutions represent a promising direction,

there is still a need for further efforts to enforce and

optimize the quality of these solutions.

Our study is related to previous research on

the QoS-aware service selection problem, aiming

to automatically select optimal services based on

their quality dimensions. However, these prior

studies overlook the quality of the data sources

(QoDS) and fail to account for the dynamically

changing service environment.

Furthermore, QoS may be constantly changing,

so it is essential that the service selection

and ranking be automatic and knowledge-driven.

Furthermore, as far as we know, these studies did

not emphasize the importance of providing support

for describing and inferring the constantly changing

quality attributes of environmental data sources.

3 Overview of the Layered Architecture
of the Automatic Knowledge-Driven
Solution for the Optimal
Service Selection

We present an overview of the layered architecture

of our proposed automatic knowledge-driven

solution for optimal service selection. This

solution is developed within the framework of

the PREDICAT (PREDIct natural CATastrophes)

project, aimed at predicting natural disasters

resulting from climate changes1.

This architecture encompasses seven layers,

namely: (1) data source layer, (2) service layer,

(3) application layer, (4) user interface layer, (5)

semantic layer, and (6) data processing layer.

These layers are illustrated in Figure 1.

Our contribution to the automatic

knowledge-driven solution for optimal service

selection is twofold. Firstly, it includes the Quality

Source Assessment Module within the semantic

layer. Secondly, it involves the Optimal Service

Selection Module situated in the data processing

1sites.google.com/view/predicat/predicat.
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Table 1. Weight assignment for quality dimensions

Weights S ET S Av SO Acc QualAssesModule SO DTime QualAssesModule

Assigned Weightsi 6 6 4 4 3 1

wi 0.25 0.25 0.167 0.167 0.125 0.041

layer. These modules are highlighted in blue, in

Figure 1.

The data source layer comprises various

data sources, including meteorological

and environmental observations (EO) from

organizations such as NASA, Copernicus,

OpenWeather, and others. In the service layer,

RESTful (Representational State Transfer - [21])

services are automatically generated to facilitate

access to the diverse environmental data sources.

The application layer falls outside the scope

of our current work. The user interface

layer includes a sophisticated user interface that

communicates danger alerts to the experts using

the PREDICAT platform.

The semantic layer includes the Meteorological

and Environmental Source Ontology (MESOn),

which is our first contribution. It also incorporates

the Modular Environmental Monitoring Ontology

(MEMOn), which comprises a collection

of ontological modules addressing various

sub-domains within environmental monitoring.

MESOn ontology is encompassed in the Quality

Source Assessment Module.

This latter evaluates and describes the

meteorological and environmental data

sources, and their related quality dimensions

presented, in section 4. The qualities

related to the environmental data sources are

captured dynamically.

Moreover, to deduce and analyze the quality

dimensions of a specific environmental data

source, we employed SWRL (Semantic Web Rule

Language) rules along with the Pellet reasoner.

As a result, we obtain the Quality of Data

Sources (QoDS) inferences that will be used by the

Optimal Service Selection Module and, specifically

by our decision-maker algorithm (i.e., Bα-DSS), to

select optimally an access service to the assessed

data source. These QoDS are queried through the

SWRL rules, from the MESOn ontology.

This paper focuses only on the semantics

applied for the quality of source assessment

through the MESOn ontology. Furthermore,

semantics were used in data source profiling

according to reasoning on two levels: the quality

of the data source itself and the quality of the data

returned by the service accessing that data source.

The data processing layer includes our second

contribution, which is the Bα-DSS. It deals with

the process of selection of the optimal services,

through a ranking mechanism. To this end, the

data processing layer encompasses the Optimal

Service Selection Module.

This module, responsible for identifying optimal

service candidates for service composition,

employs successive analytical methods to

eliminate less important services (i.e., dominated

services). Additionally, it utilizes the multi-criteria

decision-making method, ELECTRE III, to rank

service alternatives.

Furthermore, this module encompasses our

proposed decision-maker algorithm referred to as

Bα-DSS, that implements the already mentioned

analytical methods, taking into consideration

the assigned preferences to the criteria (i.e.,

the criteria related to the quality dimensions

QoDS and QoS) specified by experts of the

PREDICAT platform.

We provide, in the following, further details

on the ontology-based quality assessment to

represent the MESOn ontology with its related

quality dimensions and modules.

4 Ontology-Based Quality Assessment

The aim of the ontology-based quality assessment

process is to assess the quality of both the

data sources and the data they provide. The

proposed MESOn ontology relies on the Quality

Source Assessment Module, encompassed in the

semantic layer.
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Algorithm 1: Calculate Skyline Services

1 Input: List of Services S, List of Criteria ListCrit
2 Output: List of Skyline Services Sky

3 Function ComputeBNLSkyline;

4 foreach p in S do

5 if (Sky = ∅) then

6 Sky← {p};

7 foreach q in S do

8 Res← ComparisonFct(p, q, ListCrit);
9 if (Res > 0) then

10 Sky← Sky∪{p};
11 S ← S − {q};

12 else if (Res < 0) then

13 Sky← Sky−{p};

14 return Sky;

15 End Function

We detail, in the following, at first, the selected

quality dimensions adequate to our requirements

describing the data sources and their data quality

(QoDS), in addition to the Quality of Service (QoS).

Then, we present how to calculate them. Finally,

we highlight the semantic aspects through the

Quality Assessment Module, which incorporates

the MESOn ontology and its related modules.

4.1 Quality Dimensions

Quality dimensions, includes both quality related

to data sources and quality related to data.

Quality dimensions are commonly conceived

as a multidimensional construct, where each

dimension represents quality-related characteristic

as a multidimensional construct; such as accuracy,

timeliness, completeness, relevancy, objectivity,

believability, understandability, consistency, and

conciseness [3].

Furthermore, Quality dimensions are often

grouped into categories known as quality

categories. Each quality category comprises

one or more computed quality metrics, whose

values serve as indicators of quality. According

to [27], there are 127 data quality dimensions

identified in the literature.

Considering the objectives of our study for

the Quality Source Assessment Module, we have

selected specific quality dimensions, including

source accuracy, and trustworthiness for the data

source, and volatility, currency, and timeliness for

the data.

4.2 Computing the Quality Dimensions

In order to evaluate the quality dimensions, we

describe in the following, our proposal through a

formal approach to compute the different retained

quality dimensions. Source Accuracy : refers to the

percentage of provided values that are consistent

with the given gold standard, as described in the

literature [7]:

SourceAccuracy =
NG

NT
, (1)

where:
NG Number of instances of data flagged as good.=

NT Number of total values.=

Volatility describes the time period during which

information remains valid in the real world, as

in [25].

It is the length of time, where data remains valid,
as in [7, 40]. Currency, concerns how promptly
data are updated with respect to changes occurring
in the real world in [7]:

Currency = Age+DeliveryTime− InputTime, (2)

where:

– DeliveryTime: Indicates the time when the data

are delivered to the user.

– InputTime: Denotes the time when the data are

received by the system.

– Age: Represents the age of the data when first

received by the system.

– Timeliness: refers to the suitability of the data

age for the specific task [48]:

Timeliness = max

(

0, 1−
Currency

Volatility

)

. (3)

– Trustworthiness: The trustworthiness category

consists of three dimensions: believability,

reputation, and verifiability.
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Algorithm 2: Calculation of α-Dominant

Skyline Services

1 Input: α: Degree of dominance

ϵ: ϵ-value

λ: λ-value

Sky: List of Skyline Services

2 Output: α Sky: List of α-Dominant Skyline Services

α Sky ← ∅

3 Function

4 Computeα DominantSkyServices(α, ϵ, λ, Sky):

5 foreach Element in Sky do

6 deg← Compute Degree Service(Element,

NextElement)

7 remove(Element)

8 if deg ≥ α then

9 α Sky← List Of α Dominant Services()

10 return α Sky

11 End Function.

– Believability: Refers to the extent to which data

are considered true, real, and credible [7].

– Verifiability: Refers to the degree and ease

with which the information can be checked for

correctness [11, 7].

– Reputation: is a judgment made by a user

to determine the integrity of a source. It can

be associated with a data publisher, a person,

organization, group of people or community

of practice, or it can be a characteristic of a

dataset [48, 7].

Due to the correlation of believability,

verifiability, and reputation, and for simplification

reason, we chose to treat the trustworthiness as

a block.

Many authors dealt with trustworthiness by

proposing different ways of calculation. We opted

to assess trust using two approaches:

Models and tools. For models, we employed the

7Ws Model [23], which involves answering seven

questions and then calculating a score between 0

and 7 based on the responses.

More information about these questions is

provided in the subsequent sub-section 4.3.2.

4.3 MESOn: A Source Ontology with
Quality Dimensions

In order to evaluate the quality related to data

sources and their inherent data, to our best

knowledge, there is no ontology dedicated to

explicit environmental and meteorological data

sources and to assess their quality, in order to

interpret and exploit this assessment. We tended

to use ontology, owing to the fact, to define a

shared conceptualization of our problem related to

the assessment of the data source qualities.

Hence, we chose to design a data source

ontology by reusing some fragments from other

ontologies and vocabularies. In this context,

we have analyzed the existing ontologies

and vocabularies. We examined the available

ontologies and vocabularies, and then introduced

our MESOn ontology, which includes quality

dimensions associated with meteorological

data sources.

We incorporated fragments from validated

ontologies such as the Dataset Quality Ontology

(daQ) [18], Data Quality Vocabulary (DQV) [2],

Data Catalogue Vocabulary (DCAT) [34],

Data Usage Vocabulary (DUV) [20], PROV-O

ontology [32], and SOSA/SSN Ontology.

Consequently, our proposed modular ontology

is stable and the reused fragments respect the

W3C standards. We present, in the following,

the main modules encompassed in our proposed

MESOn ontology. Then, we detail how to use

inferences to reason on the assessment of the

quality of the data sources, in MESOn ontology.

4.3.1 The Source Ontology Modules

We adopted a modular approach, a recognized

best practice for developing high-quality ontologies,

which facilitates easier maintenance and promotes

reusability. Therefore, MESOn is constituted of four

modules, detailed in the following.

– The Data Source Description Module Figure 2

details the Data Source Description Module

with its related classes.This module focuses on

describing the data source, detailing the dataset

(dcat:Dataset) and its characteristics.
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Table 2. Reasoning time for the MESOn ontology

Data Source
Reasoning
Time (ms)

Copernicus 141

NASA 150

OpenWeather 110

NOAA 159

CHIRPS 133

GPCP 139

UCSB Climate

Hazard Center
147

OSS 127

HWSD 130

These characteristics include the time period

(dcterms:PeriodOfTime), observation locations

(dcterms:Location), linguistic system used

(dcterms:LinguisticSystem), and the various

types of data it contains (vcard:Kind).

This module contains, also, information

about the form of the dataset (i.e., the

dcat:Distribution). For instance, it describes the

type of dataset (e.g., XML dataset, Web service,

database, etc.) and its specific data properties

such as the URL, username, and password.

Additionally, this module provides information

about how the dataset is used, the tools that

manipulate it, and the required license for its

usage. All these characteristics related to

the description of the data source, provide

information on what is the format of the dataset

and which is the tool to open it.

– The Data Quality Module Figure 3 describes

the Data Quality Module with its related

classes. This module elaborates on various

quality characteristics, encompassing quality

dimensions, standards, certificates, quality

policies, and user feedback on quality.

Its primary objective is to evaluate the

quality of meteorological and environmental data

sources and their associated data, utilizing

the SourceQuality and DataQuality classes.

We have represented the calculated quality

dimensions based on the details provided in

sub-section 4.2.

– The Provenance Module Figure 5 depicts the

Provenance Module with its related classes.

This module reuses fragments from the

provenance ontology (i.e., PROV-o). The

provenance module provides information about

the data lineage, indicating the origins of a data

unit. Its main concepts include Entity, Activity,

and Agent.

The Agent class represents the entity

responsible for carrying out activities. Agents

can be categorized as SoftwareAgent, Person,

or Organization. The Activity class illustrates the

activities involved in generating the data. These

activities are performed by agents and entities.

The Entity class showcases entities involved

with data units. As depicted in figure 5,

Sensor is an Entity and Collection is a

class, which includes a group of entities (e.g.,

Sensor Network).

– Platform Module Figure 4 represents the

Platform Module The module includes

descriptions of platforms capturing

meteorological and environmental observations

(e.g., temperature) and the sensors they host

(e.g., smartphones and satellites).

Each sensor tracks an observable property

and its feature of interest. For example, if we

consider air temperature as the observation

required, measured by an iPhone, the

platform would be a smartphone represented

by an individual named “iPhone 9-IMEI

35-207776-824955-0”.

This platform contains a sensor represented

by the individual “Bosch SensortecBMA253”. The

observable property is “Air Temperature” and its

feature of interest is “Earth Temperature”.

In the next sub-section, we detail how to use

inferences to reason on the proposed data source

MESOn ontology, in order to assess the quality of

the EO data sources and their related data (QoDS).
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4.3.2 Inferences

Our proposed inferences are related to the source

accuracy, currency, volatility, timeliness, and

trustworthiness. Source Accuracy: The quality of

the source accuracy can be computed along two

cases. The first one is when the Quality Control

Levels are provided with the data observations.

Therefore, the source accuracy is deduced from

the accuracy of all items of the data source. In this

case, a coefficient for each Quality Control Level

is attributed. If the level 1 of Quality control is

checked then, a coefficient of 0.5 is attributed.

For the level 2, the coefficient is 0.75 and for

the level 3, the coefficient is 1. We adopted

these coefficients according to a gradual logic,

which correspond to our requirements. The source

accuracy in this case is calculated as following:

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y) ^

numberOfInstances (?x,?nins) ^

numberOfQCLevel1 (?x,?nqc1) ^

numberOfQCLevel2 (?x,?nqc2) ^

numberOfQCLevel3 (?x,?nqc3) ^

swrlm:eval(?res ,"(( nqc1 * 0.5 + nqc2*

0.75 + nqc3)/nins)",?nqc1 , ?nqc2 ,

?nqc3 , ?nins)->accuracy_value (?y,?res)

The second case is when no quality control

annotations are provided with the observations,

in the data source. Therefore, we proposed in

the procedures of quality controls to assign one

of these flags: (Good, Inconsistent, Doubtful,

Erroneous, Missing Data) for each observation.

Subsequently, the source accuracy is computed,

as defined in sub-section 4.2, in Eq. 1.

dcat:Dataset (?x)^

Source_Accuracy (?dim)^

hasSourceQualityDimensions (?x,?dim)^

numberOfFlagCorrect (?x,?ncf) ^

numberOfInstances (?x,?nins) ^

swrlm:eval(?res ,"(ncf/nins)",?ncf ,

?nins)->accuracy_value (?dim ,?res)

– Currency: We have adopted the following rule to

compute the quality of Currency:

– Currency = Age + DeliveryTime - InputTime

[40, 7] which can be translated in our case

as following:

– Currency = (CurrentDate - Max (Date Dataset))

+ (CurrentDate - LastModification).

Currency is computed according to two cases

in SWRL: The first case is dedicated to assign the

value of currency when it is greater than 0.

dcat:Dataset (?x) ^ Currency (?y)^

hasDataQualityDimensions (?x,?y)^

terms:PeriodOfTime (?p)^

terms:temporal( ?x,?p)^

temporal:add ( ?currentDate , "now",0,

"Days") ^ end( ?p,?e)^

dataset_modified( ?x,? date_modified)^

temporal:duration( ?duration ,

?currentDate ,? date_modified ,"Days")^

temporal:duration ( ?d, ?currentDate ,

?e, "Days")^

swrlb: add (?currency , ?d,? duration)^

swrlb: greaterThan (?currency , 0)->

currency_value (?y, ?currency)

The second case is applied, when the

obtained currency value is equal to 0 or negative.

Subsequently, we assign 0 instead.

dcat:Dataset (?x) ^ Currency (?y) ^

hasDataQualityDimensions (?x, ?y) ^

terms:PeriodOfTime (?p) ^ terms:

temporal (?x, ?p) ^

temporal:add(? currentDate ,

"now", 0, "Days") ^ end(?p, ?e) ^

dataset_modified (?x,

?date_modified) ^

temporal:duration (?duration ,

?currentDate , ?date_modified ,

"Days") ^ temporal:duration (?d,

?currentDate , ?e, "Days") ^

swrlb:add(?currency , ?d,

?duration) ^

swrlb:lessThanOrEqual (?currency , 0)->

currency_value (?y, "0.0"^ xsd:double)

– Volatility: Volatility determines the length of the

time data remains valid. We considered the

following rule to check the volatility of data:

– Volatility = Currentdate < (LastModification +

accuralPeriod).
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By applying this rule, we are able to compute

the duration between the current date and the date

of the last modification plus the accuracy, to get

the remaining validity period. This computation is

achieved following two rules: The first case when

the obtained volatility value is positive.

dcat:Dataset (?x) ^ Volatility (?y)^

hasDataQualityDimensions (?x, ?y)^

temporal:add(? currentdate , "now", 0,

"Days")^dataset_modified (?x,? datmod)^

dataset_accuralPeriodicity (?x,?ap)^

temporal:add(?datadd , ?datmod , ?ap,

"Days")^temporal:duration (?duration ,

?datadd ,? currentdate ,"Days")^

temporal:before (? currentdate ,? datadd)

->volatility_value (?y,? duration)

The second case is when the volatility is less or

equal to 0. We assign 1 as a value in order to avoid

division by 0 in the timeliness rule.

dcat:Dataset (?x) ^ Volatility (?y) ^

hasDataQualityDimensions (?x, ?y) ^

temporal:add(? currentdate ,"now", 0,

"Days")^dataset_modified (?x,? datmod)^

dataset_accuralPeriodicity (?x, ?ap)^

temporal:add(?datadd ,?datmod ,?ap,

"Days" )^temporal:duration (?duration ,

?datadd , ?currentdate , "Days") ^

temporal:notBefore (? currentdate ,

?datadd) -> volatility_value (?y,

"1.0" ^^xsd:double)

– Timeliness: Timeliness determines how current

the data are for the task at hand [7]. We

considered the following rule for the data:

– Timeliness = Max(0, 1 - (Currency / Volatility)

[7, 40].

– To compute the Timeliness, we considered two

SWRL rules depending on the cases:

– The first case is when the result of timeliness is

less than 0. Therefore, the value must be equal

to 0. This issue was resolved according to the

following rule:

dcat:Dataset (?x) ^ Timeliness (?y) ^

Currency (?xc) ^ Volatility (?xv) ^

hasDataQualityDimensions (?x, ?y) ^

hasDataQualityDimensions (?x, ?xc) ^

hasDataQualityDimensions (?x, ?xv) ^

currency_value (?xc, ?c) ^

volatility_value (?xv , ?v) ^

swrlm:eval(?z, "(c / v)", ?c, ?v) ^

swrlb:subtract (?t, 1, ?z) ^

swrlb:lessThan (?t, 0) ->

timeliness_value (?y, 0)

The second case is when the value of

timeliness is greater than 0. The obtained value

is taken. The rule is as follows:

Dataset (?x) ^ Timeliness (?y) ^

hasDataQualityDimensions (?x,?y) ^

currency_value (?x, ?c) ^

volatility_value (?x, ?v) ^

swrlm:eval(?z, "(c / v)", ?c, ?v) ^

swrlb:subtract (?t, 1, ?z) ^

swrlb:greaterThanOrEqual (?t, 0) ->

timeliness_value (?y, ?t)

Trustworthiness: To reason on the

trustworthiness, we used the 7Ws Model [23],

consisting on replying to 7 questions. The rationale

behind using this model is that the provenance

information related to the assessment of the

trustworthiness can be identified by answering the

seven questions, detailed in the following. We,

therefore, created the inferences rules related to

the questions of the 7Ws Model.

To compute a score ranging from 0 to 7, we

base it on the answers provided. The questions

are the following: We check for each question, if it

is answered, by assigning a boolean value to each

question: 1 as a score if the question is answered

(true) or 0 in the opposite case (false).

– What is the name of the author or organization

that created the dataset?

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

author_b (?x, ?b) ^

swrlb:equal(?b, true) ->

score_author (?z ,"1.0"^^ xsd:double)
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dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

author_b (?x, ?b) ^

swrlb:equal(?b, false) ->

score_author (?z ,"0.0"^^ xsd:double)

– What is the data?

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

data_b (?x, ?b) ^

swrlb:equal(?b, true) ->

score_whatis (?z ,"1.0"^^ xsd:double)

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

data_b (?x, ?b) ^

swrlb:equal(?b, false) ->

score_whatis (?z ,"0.0"^^ xsd:double)

– Which instruments were used to collect

the dataset?

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)

dqv:inCategory (?y, ?z) ^

instruments_b (?x, ?b) ^

swrlb:equal(?b, true) ->

score_instruments (?z ,"1.0"

^^xsd:double)

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

instruments_b (?x, ?b) ^

swrlb:equal(?b, false) ->

score_instruments (?z ,"0.0"

^^xsd:double)

– What events led to the collection of the dataset

and how was it collected?

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

collected_b (?x, ?b) ^

swrlb:equal(?b, true) ->

score_how (?z ,"1.0"^^ xsd:double)

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

collected_b (?x, ?b) ^

swrlb:equal(?b, false) ->

score_how (?z ,"0.0"^^ xsd:double)

– Why the dataset is created?

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

reason_b (?x, ?b) ^

swrlb:equal(?b, true) ->

score_why (?z, "1.0"^^ xsd:double)

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

reason_b (?x, ?b) ^

swrlb:equal(?b, false) ->

score_why (?z, "0.0"^^ xsd:double)

– When was it collected?

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

when_b (?x, ?b) ^

swrlb:equal(?b, true) ->

score_when (?z, "1.0"^^ xsd:double)

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y) ^

dqv:inCategory (?y, ?z) ^

when_b (?x, ?b) ^

swrlb:equal(?b, false) ->

score_when (?z, "0.0"^^ xsd:double)

– Where was it collected?

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

where_b (?x, ?b) ^

swrlb:equal(?b, true) ->

score_where (?z ,"1.0"^^ xsd:double)

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^
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dqv:inCategory (?y, ?z) ^

where_b (?x, ?b) ^

swrlb:equal(?b, false) ->

score_where (?z ,"0.0"^^ xsd:double)

After replying to the questions, we calculate

the overall score which is the ratio between

the answered questions and the total questions

number by applying the following rule:

dcat:Dataset (?x) ^

hasSourceQualityDimensions (?x,?y)^

dqv:inCategory (?y, ?z) ^

score_why (?z,?s3)^score_where (?z,?s6)^

score_whatis (?z, ?s2) ^

score_when (?z,?s5)^score_how (?z,?s4)^

score_author (?z,?s1)^

score_instruments (?z, ?s7) ^

swrlm:eval (?res ,"((s1+s2+s3+s4+s5+s6

+s7)/7)", ?s1 , ?s2 , ?s3 , ?s4 , ?s5 ,

?s6 , ?s7) ->

trustworthiness_value (?z, ?res)

5 Optimal Service Selection

The automatic knowledge-driven solution for

optimal service selection aims at selecting the most

appropriate services based on the quality of the

data sources, the data itself, and the services.

Our automatic knowledge-driven solution for

optimal service selection relies on the data

processing and the semantic layers, accordingly,

as depicted in Figure 1. To achieve this, we

focused our proposed approach, on the one

hand, on analytical filtering techniques to reduce

the search space of services (i.e., skyline and

α-dominance), and on the other hand, on an

outranking method, in order to select the optimal

ranked service, for a given concept.

The analytical filtering techniques are

encompassed in the Optimal Service Selection

Module, in the data processing layer. In

this section, we present, at first, the skyline

approach, a formalization of our concepts using

the α-dominance principle, which is based

on a dominance relationship combined with

the fuzzy sets theory. Second, considering

the aforementioned solutions, we hence, base

our optimal service selection solution on the

Best α-Dominant Skyline Service (Bα-DSS)

approach, presented hereafter.

5.1 Background on the adopted Skyline and
Fuzzy Sets

As aforementioned in the introduction section, two

mechanisms were used: The skyline and the fuzzy

sets theory.

A) Skyline: The skyline operator allows retrieving

all non-dominated and best alternatives based

on a crisp multi-criteria comparison. According

to the Pareto sense. One service dominates

another, if and only if, it is at least as good

as the other in all criteria and better in at least

one criterion.

– Definition 1. (Pareto Dominance)

Let S = (S1, S2, ..., Sn) be a set of

n-dimensional services which are functionally

similar. The N dimensions are the number of the

considered quality criteria.

Let Si and Sj two services of S. Si dominates

Sj , in Pareto sense, if and only if, Si is better or

equal to Sj in all dimensions and (strictly) better

than Sj in at least one dimension.

We assume that a greater value is preferable

in each criterion to maximize and a smaller

value is preferable in each criterion to minimize.

Each service Si is characterized by a vector

Q(Si) = (q1(Si), ..., qd(Si)) where qι(Si) denotes

the value of the ι-th quality criteria related to the

service Si:

∀ι ∈ [1, d], qι(Si) ≥ qι(Sj) ∧ ∃κ ∈ [1, d],

qκ(Si) ≻ qκ(Sj).
(4)

Since the comparison of the quality criteria

related to data sources and services are

susceptible to the uncertainty, we introduce in

the following the fuzzy sets theory.
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Algorithm 3: Pseudo-Algorithm for Best

α-Dominant Skyline Service (Bα-DSS)

1 Input: List of Services S, α (default value is 0.7)

Output: Best-ranked service Best Ranked Service

2 Function Best α DominantSkyService

3 SKY ← ∅
4 foreach element in S do

5 Sky← ComputeBNLSkyline();

6 α Sky← Computeα-DominantSkyServices();

7 foreach element in α Sky do

8 Best Ranked Service← ELECTRE III()

9 return Best Ranked Service // The 1st-ranked service

from the set of ranked services.;

10 End Function.

Fig. 7. Execution time for ELECTRE III and TOPSIS

methods before applying skyline and α-dominance

A) Fuzzy Sets: We introduce in this part, the

fuzzy sets theory and the fuzzy dominance

(i.e., α-dominance). Fuzzy sets theory was first

introduced in 1965, by Zadeh [55].

The usefulness of the fuzzy sets

theory consists of representing vague and

uncertain data. The fuzzy logic models

uncertain systems to reason and help the

decision-making process, when precise

information is lacking.

Zadeh defines a fuzzy set as a group of objects

with a range of membership grades. The rationale

is that an object can belong to a set partially.

Moreover, the set can be defined by a generalized

membership function that assigns a degree of

membership to each object, typically ranging from

zero to one.

In the context of skyline computation, fuzzy sets

were used to express fuzzy dominance degrees.

However, there is no information available on the

comparison relationship between candidates in the

skyline set of services. Thus, as a first effort,

the proposed querying syntax is extended with

user-defined fuzzy comparators is SQLf in [13].

Another study in [30], demonstrated the

effectiveness of fuzzified Pareto dominance and

its application in Evolutionary Multi-Objective

Optimization. In order to determine a graded

dominance relationship between the different

services, we define below the fuzzy dominance

relationship based on a specific comparison

function that expresses a graded inequality of the

type “strongly greater than”.

– Definition 2. (Fuzzy Dominance)

Given two services Si, Sj ∈ S, we define the

fuzzy dominance, as stated in [9], to express the

degree to which a service Si dominates a service

Sj as:

degµϵ,λ
(Si ≻ Sj) =

d
∑

ι=1

µϵ,λqι((Si), qι(Sj))

d
, (5)

where µϵ,λ is a membership monotone comparison

function that expresses the extent to which

qι(Si) is significantly greater or lesser than

qι(Sj). The membership function µϵ,λ can be

defined absolutely way (i.e., in terms of x − y)

as follows:

µϵ,λ(x, y) =







































0 if x− y ≤ ϵ,

1 if x− y ≥ λ+ ϵ,

x− y − ϵ

λ
otherwise,

(6)

where λ > 0, i.e., ≻ gives more grade

information than the idea of “strictly greater” and

ϵ must be ≥ 0. The semantics of µ≻ are given in
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the following way: x is not significantly greater than

y, when (x − y) < ϵ. And x is significantly greater

than y, when (x− y) > λ+ ϵ.

And x is greater than y to some extent,

when ϵ < (x − y) < λ + ϵ. λ and ϵ are

subjective parameters that are user-defined and

domain-specific. They represent the semantics of

the gradual relation µ within a particular domain for

a specific user, as defined in [10].

– Definition 3. ( α-Dominance):

In this section, we introduce the concept of the

α-dominant service skyline, which is based on the

notion of α-dominance, representing a graded form

of dominance. For two services Si, Sj ∈ S and

α ∈ [0, 1], we state that Si α-dominates Sj (or Si
dominates Sj to a degree α) in the context of µϵ,λ,

denoted as Si ≻ µϵ,λ
αSj , if and only if deg µϵ,λ (Si

≻ Sj) ≥ α. Otherwise, the α-dominance eliminates

all the services with a degree below to the fixed α

degree value.

5.2 Best α-Dominant Skyline Service
(Bα-DSS) Approach

Figure 6 illustrates the three primary steps of our

proposed approach for effectively selecting the

optimal service from the initial set of services.

Our proposed Bα-DSS approach is enacted

by the decision-maker algorithm encompassed in

the Optimal Service Selection Module, within the

data processing layer of the PREDICAT platform.

The main objectives of our proposed approach,

ensured by the decision-maker are as follows:

1. Reduce the overall number of services to

decrease the search space and computational

time using the skyline algorithm.

2. Support the comparison between alternatives in

the retrieved dominant skyline set by applying a

fuzzy degree of dominance to eliminate skyline

services that do not meet the specified degree

of dominance.

3. Apply an outranking mechanism to the

compared set of α-dominant skyline services

based on a multi-criteria decision-making

method (MCDM).

To do so, Bα-DSS is composed of three main

steps: the first one is performing the skyline

algorithm, which is processed upon a group of

functionally similar services, each characterized

by various Quality of Service (QoS) and Quality

of Data Source (QoDS) criteria, to retrieve the

dominant set of skyline services.

This set serves as the input for the next

step, which involves applying an additional filter

based on the definition of a fuzzy degree of

dominance. It consists on performing the fuzzy

dominance principle through the α-dominance

degree, computing the set of the α-dominant

skyline services.

Consequently, the skyline services with a

degree of dominance lower than the specified

threshold are discarded. Otherwise, the combined

use of skyline and α-dominance effectively

eliminates dominated services. The skyline

and the α-dominance help eliminate dominated

services. This reduces the search space for

ranking services. It is particularly useful when

dealing with a large number of services.

The α-dominant skyline services are the output

of the second step of our approach, that will

be the input for the next step. Finally, the

third step involves an outranking mechanism

applied to the set of compared α-dominant skyline

services, based on multi-criteria decision-making

(MCDM) method. The output is an ordered set of

the α-dominant skyline services.

The first outranked service will be selected as

the optimal service responding to a fixed requested

functional concept. We give, in the following,

more details about the three steps related to our

proposed Bα-DSS approach.

A) Skyline-based Services Filtering We

considered six quantitative quality dimensions:

Execution Time (S ET), Availability (S Av),
and Cost (S Cost), which are related to

the quality of service (QoS), and Accuracy

(SO Acc), Trustworthiness (SO Trust), and

Data Timeliness (SO DTime), which are

related to the quality of data sources (QoDS).
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Fig. 8. Execution time for ELECTRE III and TOPSIS

methods after applying skyline and α-dominance

We employed the BNL (Block-Nested- Loops)

skyline algorithm to compute the set of dominant

services due to its popularity and ease of use.

The function ComparisonFct(p, q, ListCrit) in

Algorithm 1 compares the two services p and

q pairwise, considering all the criteria listed

in ListCrit.

This function returns a count of the maximum

number of criteria for a given service. Furthermore,

the main function ComputeBNLSkyline, in

Algorithm 1, retrieves the set of all the dominant

services in the Sky list.

B) α-Dominant-based Services Filtering as

aforementioned, we operate in a fuzzy

environment, since the incomparability

between the skyline service candidates

remains an issue.

As a result, this second step identifies all skyline

services that meet the condition of having a fuzzy

dominance degree greater than or equal to the

specified threshold. To compute the α-Dominant

Skyline Services, our proposed algorithm 2 uses

the previously detailed functions (e.g., Eq. 5 and

Eq. 6). Changes in the α parameter affect the size

of the resulting α-dominant skyline services.

Increasing (or decreasing) α includes

(or excludes) services with lower-quality

compromises. In our study, we varied the α

parameter while fixing its value at 0.7. Even if the

set of α-dominant skyline services may contain

services with a bad compromise, they will be

classified and outranked in the MCDM ELECTRE

III method.

Moreover, adjusting the values of λ and ϵ

enables the retention of services with a satisfactory

compromise between the QoS attributes. As λ

and ϵ are subjective parameters, we experimented

with different values and ultimately set them to 0.2

and 0.1, respectively. These values consistently

returned α-dominant services with a desirable

compromise between the QoS attributes.

Furthermore, we advocate to use the α

degree to 0.7, ϵ to 0.1, and λ to 0.2. These

parameters yielded favorable results concerning

the α-Dominant Skyline Services set, which

demonstrates a satisfactory compromise between

QoS attributes.

Additionally, the algorithm computes the

dominance degree for each service and verifies

whether the dominance degree between every

pair of services is greater than or equal to the

predefined α-dominance threshold. Subsequently,

the algorithm retains all services with a dominance

degree greater than or equal to 0.7, constituting

the α-dominant skyline services set.

The next section addresses the remaining

issue of ranking the α-dominant skyline services.

It introduces a ranking mechanism using the

ELECTRE III method, to produce an ordered

services set, helping in the selection process of

the optimal services. We detail in the following, the

ranking mechanism.

C) ELECTRE III-based Services Outranking

Different versions of ELECTRE were

developed (e.g., ELECTRE I, II, III, IV, and TRI).

To address the ranking problem of candidate

services effectively, we opted for the ELECTRE

III method (Roy, 1990) [43]. ELECTRE III was

chosen for its capability to handle inaccurate,

imprecise, and uncertain comparisons.

The method is based on pseudo-criteria,

which act as thresholds, accommodating the

uncertainty and ambiguity inherent in calculations

and performance evaluations. These thresholds

enable fuzzy comparisons, allowing the method to
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Fig. 9. Kendall Tau Distance (KTD) over ELECTRE III and TOPSIS rankings

draw conclusions based on the set of α-dominant

skyline services, which are then ranked.

By exploiting knowledge derived from the

quality dimensions (i.e., the criteria in ELECTRE

III) of the QoDS inferred from the MESOn

ontology, fuzzy comparisons are made, producing

valuable decisions. In addition to outline

the decision maker’s preferences, ELECTRE III

assigns weights and pseudo thresholds to each

quality criterion.

It serves as a decision-maker to select the

best compromise among all considered service

alternatives and their criteria. The method is

based on pairwise comparisons of alternatives,

considering the extent to which evaluations of

the alternatives and preference weights confirm

or contradict the dominance relationship between

pairwise alternatives.

In our case, the quality criterion j can be one

of six quality dimensions (i.e., QoS: S ET (service

execution time), S Av (service availability), S Cost
(service cost), QoDS: SO Acc (source accuracy),

SO Trust (source trustworthiness), SO DTime
(source data Wtimeliness).

For each criterion, we defined three different

pseudo-criteria: The preference threshold (p), the

indifference threshold (q), and the veto threshold

(v). Experts must specify values related to

these thresholds for each criterion, ensuring that

(v ≥ p ≥ q), and assign an importance weight (wj)
for each criterion j, as depicted in Table 1.

PREDICAT experts assigned the important

weights for S ET, S Av, S Cost, SO Acc, SO Trust,
and SO DTime. We then normalized the criteria

weights using the Weighted Arithmetic Mean, as

shown in Eq. 7. This normalization ensures that

the sum of the weights is equal to 1.

The Weighted Arithmetic Mean is calculated

using the following formula:

x′w =

n
∑

i=1

(wixi)

n
∑

i=1

(wi)

, (7)

where :

xw is the weighted mean,=
wi is the allocated weighted value, and=
xi is the observed value of each criterion.=

ELECTRE III method encompasses several

steps such that:

1. Estimation of concordance indices,
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Table 3. Parameter configurations for the penalty-based GA

Attribute Value (Condition)

The Size of Population 100

Initial Population Solutions randomly generated

Probability of Crossover 0.8

Probability of Mutation 0.1

Termination condition
No enhancement observed in the optimal individual for 30

consecutive generations

2. Estimation of discordance indices,

3. Estimation of credibility scores,

4. Performing distillation procedures, and

5. Performing the complete ranking.

The relation a outranks b, denoted aSb, is

asserted by measuring the concordance and the

discordance indices. In our case, a and b are the

pairwise alternatives of services to be compared.

We unrolled the first step of computing the

concordance index by comparing the performance

alternatives over each criterion individually.

This comparison is weighted, and the formula

for cj(a, b) is given by Eq. 10. For example;

cj(a, b) is the concordance index computed for

both services a and b, which are S 1 and S 2

respectively, and which are responding to the same

functional concept (e.g., temperature):

C(a, b) =
1

W

d
∑

j=1

wjcj(a, b), (8)

where j: criterion, d: the number of the used

criteria, w: the used weight corresponding to

its criterion from table 1, (a and b) are the

services, where:

W =

d
∑

j=1

wj . (9)

And following these cases:

cj(a, b) =































1 if gj(a) + qj(gj(a)) ≥ gj(b),

0 if gj(a) + pj(gj(a)) ≤ gj(b),

gj(a)− gj(b) + pj(gj(a))

pj(gj(a))− qj(gj(a))
otherwise,

(10)

where: gj(a) and gj(b) correspond respectively,

to the performance retrieved values of the quality

dimension j of the services a (i.e., S 1) and b

(i.e., S 2), respectively, which are responding to the

same functional concept (e.g., temperature):

pj(gj(a)) corresponds to the assigned

preference threshold to the performance value of

the quality dimension j for the service alternative

a and qj(gj(a) corresponds to the assigned

indifference threshold to the performance value of

the quality dimension j for the service alternative

a. The first case, when cj(a, b) = 1, means that

alternative a is at least as good as alternative b,

with the possibility of being better, by a margin

equal to the indifference threshold for criterion j.

In the second case, if cj(a, b) = 0, the

alternative a is considered not better than

alternative b for criterion j. Otherwise, the

relationship is between these two extremes.

Then, we unrolled the second step, which

consists of computing the discordance index for

each pair (i.e., pairwise) of alternatives a and

b, for each criterion j, according to Eq. 11.

The discordance index expresses the extent to

which the concordance index is weakened in the
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Fig. 10. Scalability and computation time (ms) for Bα-DSS and the penalty-based GA

outranking relations. It verifies the case where an

alternative a (i.e., S 1) is worse than b (i.e., S 2).

It is based on the veto (v) threshold. The veto

threshold for criterion j is the value from which to

refuse any credibility favoring the outranking of the

alternative a by alternative b, even if all the other

criteria are in concordance with this outranking:

Dj(a, b) =































1 if gj(b) ≥ gj(a) + vj(gj(a)),

0 if gj(b) ≤ gj(a) + pj(gj(a)),

gj(b)− gj(a)− pj(gj(a))

vj(gj(a))− pj(gj(a))
otherwise ,

(11)

where: j is a criterion, gj(a) and gj(b) correspond

to the performance retrieved values of the quality

dimension j of the services a and b, respectively.

pj(gj(a) corresponds to the assigned preference

threshold to the performance value of the quality

dimension j for the service alternative a. vj(gj(a)
corresponds to the assigned veto threshold to the

performance value of the quality dimension j for

the service alternative a.

Additionally, in the third step, we calculate the

credibility score based on the concordance and

discordance indices. This score indicates the

degree of credibility of the outranking, depending

on two scenarios. The first case occurs when no

veto threshold is applied, as described in Eq. 12:

S(a, b) = C(a, b) if Dj(a, b) ≤ C(a, b), ∀j, (12)

where: S(a, b) is the outranking relation between

the services alternatives a and b (i.e., S 1 and

S 2 respectively). The second case when the

level of discordance increases above a threshold

value, the degree of outranking is determined by

the concordance index with a reduction according

to the discordance index when no veto threshold is

applied, following the Eq. 13:

S(a, b) = C(a, b)
∏

j∈ψ(a,b)

1−Dj(a, b)

1− C(a, b)
, (13)

where ψ(a, b) represents the set of criteria for which

the discordance index Dj(a, b) is less than the

concordance index cj(a, b). Then, as a fourth step,

we performed the distillation procedures. To do so,
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Fig. 11. Computation time (ms) for the Bα-DSS and the

penalty-based GA

two iterative processes are generated to obtain two

different complete pre-orders.

The first pre-order is descendant (Descendant

Distillation), which selects the best alternatives

initially and proceeds to the worst. The second

pre-order is ascendant (Ascendant Distillation),

which selects the worst alternatives initially and

proceeds to the best.

Finally, depending on the resulting distillation

procedures, we generated a complete ranking of

the services alternatives, which are in our case,

the α-dominant skyline services. The complete

ranking is retrieved by the combination of the

previously resulted distillation procedures.

Algorithm 3 provides details on the optimal

service selected from the set of α-dominant skyline

services after applying the ELECTRE III MCDM

method for ranking. This algorithm returns the

best-ranked service.

6 Implementation and Evaluation

Below, we outline the implementation

and evaluation details of our proposed

knowledge-driven solution, focusing on

quality-aware service selection for optimal

service ranking. We relied on the Protégé-OWL

development environment for the reasoning on

the quality of the data sources through the SWRL

rules. Next, to rank and select the optimal

QoS-aware services, we implemented the Bα-DSS

method using Java.

The dataset used in Bα-DSS initially consisted

of 6 sets of services (concepts). Each set

consisted of 500 functionally equivalent services

with different QoS attributes corresponding to a

given concept. To select the optimal services for

a given concept, we used the ELECTRE III MCDM

method implemented in Java.

Assigning weights to each quality dimension is

a prerequisite for the ELECTRE III method. The

assigned weights for each quality dimension (QoS

and QoDS) are shown in Table 1. These weights

were normalized using the Weighted Arithmetic

Mean formula Eq. 7.

6.1 Metrics for Evaluation

In this section, we present three experiments

conducted to evaluate and analyze: (1) the

reasoning time for data source quality in the

MESOn ontology, (2) the effectiveness of our

proposed Bα-DSS approach, comparing the

relevance of ELECTRE III MCDM ranking results

with those of the TOPSIS MCDM method, (3)

the complexity assessement of our proposed

Bα-DSS approach compared with Penalty-based

GA, in terms of the execution time, and (4) the

scalability of the Bα-DSS approach compared with

Penalty-based GA by varying the dataset size of

the candidate services.

6.2 Experiment 1: Reasoning Time for Data
Source Quality

We assessed the quality of data sources using

SWRL rules for semantic reasoning, as discussed

in sub-section 4.3.2. By executing various SWRL

rule queries across different environmental data

sources, we evaluated the time required for data

source quality reasoning. These queries were

conducted using the Pellet reasoner within the

Protégé 5.5.0 ontology editor. The results of this

evaluation are presented in Table 2.

For instance, the reasoning time for Copernicus

and NASA data sources was found to be 141 ms

and 150 ms, respectively, which are reasonable

durations. The execution time of SWRL queries
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for all data sources remained consistently low

and reasonable. Therefore, the quality of data

sources cannot change within this timeframe. As

a result, semantic reasoning is unlikely to lead to

the misselection of inappropriate data sources by

the data processing layer in real-time scenarios.

6.3 Experiment 2: Execution Time and Ranking
Performance of Bα-DSS

This experiment serves two purposes: (i)

Evaluating the execution time of the ELECTRE III

MCDM method compared with the TOPSIS MCDM

method [35], with and without applying the skyline

operator and the α-dominance. (ii) Assessing the

ranking performance of the ELECTRE III compared

with the TOPSIS, using the Kendall Tau Distance

(KTD) [50].

We employed TOPSIS due to its ability to

identify the best α-dominant skyline service

alternatives by minimizing the distance to

the positive ideal solution (i.e., service) and

maximizing the distance to the negative-ideal

solution. TOPSIS was used for benchmarking and

ranking purposes according to [22].

The initial set of services was expanded to 950

services. The search space was reduced to 500

services by applying the skyline operator and the

α-dominance.

As a result of using the skyline and the

α-dominance methods, we observed a reduction in

the execution time of both the ELECTRE III and

TOPSIS, as depicted in figures 7 and 8.

These results demonstrate that employing the

skyline and the α-dominance methods is crucial for

pruning the dominated services before performing

the ranking step through the MCDM method.

Reducing the search space of the services

allows us to operate only on the most relevant

services, simplifying the selection process.

To assess the rankings produced by the

ELECTRE III and TOPSIS MCDM methods, we

enlisted the help of environmental experts from

the Observatory of Sahara and Sahel (OSS),

our socio-economic partner in the PREDICAT

project. We proposed 500 ratings of the service

candidates (i.e., the 1st-ranked services) to these

experts. They were divided into four groups, with

each group evaluating approximately 125 ranked

service alternatives.

A cross-validation process was then conducted

among the different groups. We measured

the Kendall Tau Distance (KTD) coefficients

between the services ranked by the experts and

those ranked by ELECTRE III and TOPSIS. Our

analysis revealed that the KTD rankings produced

by ELECTRE III outperformed those produced

by TOPSIS.

Specifically, for the majority of the concepts

(i.e., Temperature, Humidity, Wind Speed,

Drought Factor, and Wind Direction), the KTD

measures for ELECTRE III were lower than those

for TOPSIS, as shown in Figure 9. A decrease in

the KTD measure indicates that the ranked lists

produced by ELECTRE III are more similar to

those proposed by the experts.

6.4 Experiment 3: Complexity Assessment of
the Optimal Service Selection Using the
Bα-DSS

The aim of this experiment is to evaluate

the execution time of the Bα-DSS method for

the selection of the optimal services compared

with the Penalty-based Genetic Algorithm (GA)

approach. The Genetic Algorithm (GA) generates

a population of solutions, typically using random

initialization, which are then evaluated based on a

fitness function.

We employed the Penalty-based GA approach

proposed in [24], which penalizes infeasible

solutions that violate constraints. Table 3 outlines

the parameter settings for the penalty-based GA,

which were determined through experimentation

on randomly generated test problems.

In our context, each chromosome in the GA

represents an executable service composition. An

executable service is formed by replacing each

gene of the chromosome. Each gene in the

chromosome corresponds to an index pointing to

an array of potential concrete services that can

fulfill a given concept.

We measured the computational time for the

following approaches: the Penalty-based GA and

the Bα-DSS. For all the tests, we used the six

quality dimensions (QoS and QoDS), cited above
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(in sub-Section 5.2, A). We varied the number of

the candidate instance services for each concept.

For about 10 concrete services, the

computation time of the Penalty-based GA

tends to be linear, and almost constant. Then,

we noticed, that the computational time for the

Penalty-based GA increases exponentially as the

number of service instances grows. Otherwise, the

computational time in the GA rises exponentially,

as the number of feasible candidate services and

the number of concepts grow.

We, then, compared the computational time of

the Bα-DSS approach with Penalty-based GA. We

noticed that the computational time is narrowed

significantly, as the number of service instances

for a given concept increases, in the Bα-DSS

approach. The use of the skyline operator and

the α-dominance methods reduces the search

space and saves time in the outranking process

of the dominant solutions. Figure 11 depicts the

necessary computational time for the Bα-DSS and

the Penalty-based GA approaches.

6.5 Experiment 4: Scalability Assessement of
the Optimal Service Selection Using the
Bα-DSS

This experiment aims to evaluate the scalability

of the Bα-DSS method for the selection of the

optimal services, compared with the Penalty-based

Genetic Algorithm (GA) approach. We varied a

collection of the dataset of the service candidates

for the selection process. This collection comprises

datasets of varying sizes: 100K, 250K, 500K,

750K, and 1000K.

Figure 10 depicts the varied dataset size of the

candidate services and the necessary computation

time for the execution of the Bα-DSS and the

Penalty-based GA. According to the results, we

noticed that as the size of the dataset of the

candidate services increases, the computational

time decreases, with the application of our

Bα-DSS approach.

Therefrom, the computation time decreases

due to the pruning process of the candidate

services that are not likely to be part of the optimal

solutions of QoS services, thanks to the skyline

and the α-dominance methods, which allowed to

gain/save time on the selection process overall

compared to the GA one.

Therefrom, the information overload issue

related to the evolution of services and the need for

context-specific selection, are addressed through

our knowledge-driven solution (Bα-DSS) acting as

a decision-maker and ensuring recommendations

by filtering irrelevant services.

7 Threats to Validity

The final results of our proposal garnered

significant attention from experts, as they have

the potential to reduce considerably the initial

set of services and the response-time, thanks to

our (Bα-DSS) approach. Moreover, experts from

the OSS conducted several evaluative tests, as

described in Section 6, to evaluate the outcomes

of our proposed automated knowledge-driven

approach for optimal selection of services. In

addition, using our framework, experts can apply

weights based on the actual circumstances. The

proposed framework is currently in a prototype

stage, developed to meet the requirements

specified by PREDICAT experts.

When evaluating the performance and quality

of our framework, it is essential to consider the

threats to the validity of the findings. Specifically,

we need to assess the potential inaccuracies in

the framework’s outcomes, i.e., the relationship

between the framework’s results and reality. If

the number of services significantly increases, the

MESOn ontology may no longer provide adequate

and timely responses for quality assessment. This

could also affect the availability of information on

service quality.

8 Conclusion and Future Work

This paper proposes a novel approach that

combines (i) a dedicated ontology to define and

assess data sources quality dimensions along with

their associated inferences, with (ii) ELECTRE III

MCDM method performing fuzzy outranking, to

optimize the selection of services participating in

service composition.
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Additionally, our approach considers (iii) the

knowledge related to the quality levels of both

services (QoS) and environmental data sources

(QoDS) in the outranking process.

To evaluate our framework, we conducted

a series of experiments in collaboration with

experts from OSS. Through these experiments, we

assessed the effectiveness and relevance of our

proposed approach. Our findings indicate that our

framework offers:

1. Reasonable reasoning time for assessing data

source quality, ensuring that data source quality

cannot change within this timeframe.

2. Reduction of the execution time of the

ELECTRE III method through the application

of the skyline and the α-dominance methods.

Furthermore, our results demonstrate that the

ELECTRE III MCDM method outperforms the

TOPSIS MCDM method in the ranking process

and selection of optimal services.

3. A reduction of the computational time

of the Bα-DSS approach compared with

Penalty-based GA, as the number of service

instances for a given concept increases.

4. The scalability analysis along with a variation

of the dataset size of the services candidates

showed a decrease of the computational

time due to the pruning process of the

irrelevant services.

As a future research, we intend to rely

on the application of the reinforcement learning

algorithms to select optimal candidates services.

Furthermore, as part of the quality of services,

we want to improve our framework with business

non-functional qualities (e.g., consequences for

variations, failure reporting, etc.), as future work.

However, since these QoS are not computable,

we can rely on a subjective approach that allows

evaluating these QoS, based on experts’ ratings

and feedback.
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Abstract. In many supervised learning problems, 
feature selection techniques are increasingly essential 
across various applications. Feature selection 
significantly influences the classification accuracy rate 
and the quality of SVM model by reducing the number of 
features, remove irrelevant and redundant features. In 
this paper, we evaluate the performance of twenty 
feature selection algorithms over four databases. The 
performance is conducted in term of: classification 
accuracy rate, Kuncheva’s Stability, Information 
Stability, SS Stability and SH Stability. To measure the 
feature selection algorithms, multiple datasets from the 
UCI Machine Learning Repository are utilized to assess 
both classification accuracy and stability variations. 

Keywords. Feature selection, classification, stability, 
support vector machine. 

1 Introduction 

In recent years, the motivation behind applying 
feature selection techniques has evolved 
significantly. What was once merely an illustrative 
example has now become a crucial prerequisite for 
effective model building. This shift in emphasis can 
be attributed to several factors, including improved 
generalization performance, reduced running time 
requirements, and the need to address constraints 
and interpretational challenges inherent in the 
problem domain. 

Feature selection is a vital dimensionality 
reduction technique in data mining, involving the 
selection of a subset of original features based on 
specific criteria. 

This process is important and commonly 
utilized to enhance the efficiency and effectiveness 
of data analysis tasks [1, 2, 3]. 

It reduces the number of features, removes 
irrelevant, redundant, or noisy data, and brings the 
immediate effects for applications: speeding up a 
data mining algorithm, and improving mining 
performance such as predictive accuracy and 
result comprehensibility. 

Therefore, it is essential to employ an effective 
feature selection method that considers the 
number of features used for sample classification 
to enhance processing speed, predictive accuracy, 
and comprehensibility. 

The correlation between features significantly 
impacts classification outcomes. Removing 
important features can reduce classification 
accuracy and negatively affect the quality of 
SVM models.  

Similarly, certain features may have no 
discernible effect or may be laden with high levels 
of noise [4]. Their removal increases the 
classification accuracy rate. 

The aim of feature selection is to find the 
smallest feature subset that increases the 
classification accuracy rate. 

The optimal features subset is not unique; it 
may be possible to achieve the same accuracy rate 
using different sets of features, because if two 
features are correlated one can replace by other. 

Note that feature subset selection chooses a 
set of features from existing features, and does not 
construct new ones; there is no feature extraction 
or construction [5, 6]. 
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In this study, we analyze and evaluate the 
performance of several feature selection 
techniques (20 algorithms) by using the criterion of 
stability and the classification accuracy rate 
calculates with SVM-SMO.  

The experimentation is conducted over 4 
datasets obtained from UCI machine 
learning repository.  

The paper is organized as follows. In section 2, 
we give an overview of SVM. 

Table 1. Some feature selection criteria and algorithms 

Methods Full Name 

MRMR Max-Relevance Min-Redundancy [20,18] 

CMIM Conditional Mutual Info Maximisation [13,18] 

JMI Joint Mutual Information [14,18] 

DISR Double Input Symmetrical Relevance [15,18] 

CIFE Conditional Infomax Feature Extraction [16,18] 

ICAP Interaction Capping [17,18] 

CONDRED Conditional Redundancy [18] 

BETAGAMMA BetaGamma [18] 

MIFS Mutual Information Feature Selection [19,18] 

CMI Conditional Mutual Information [18] 

MIM Mutual Information Maximisation [12,18] 

RELIEF Relief [18] 

FCBF Fast Correlation Based Filter [21,27] 

MRF Markov Random Fields [26] 

SPEC Spectral [22,27] 

T-TEST Student’s T-test [27] 

KRUSKAL-WALLIS Kruskal-Wallis Test [23,27] 

FISHER Fisher Score [24,27] 

GINI Gini Index [25,27] 

GA Genetic Algorithm 

 

Fig. 1. A unified view of feature selection process 
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Table 2. Datasets from the UCI ML repository 

Datasets Number of classes Number of instances Number of features 

Breast Cancer 2 699 9 

Cardiotocography 2 1831 21 

ILPD 2 583 9 

Mammographic Mass 2 961 5 

Table 3. Number of instances used for training and testing steps 

Datasets Missing instances Training set Testing set 

Breast Cancer 16 411 272 

Cardiotocography 0 1101 730 

ILPD 0 351 232 

Mammographic Mass 131 500 330 

  

  

Fig. 2. Kuncheva’s stability over the 4 data sets. The box indicates the upper and the lower quartiles. The small circle 
shows the median values, while the blue line indicates the maximum and the minimum values 
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In section 3, we describe the stability criteria 
used in the literature. In section 4, we discuss the 
different feature selection techniques. 

Section 5 describes the results obtained by the 
approaches. Finally, concluding remarks are made 
in section 6. 

2 Overview of Support Vector 
Machine 

SVM can be briefly described as follows [7, 8, 9]. 
Consider ���,  ���, ⋯ , ��	 ,  �	� with �
�1, 1� 
denote a set of training data.  The goal of Support 
Vector Machines (SVM) is to create a separating 

hyperplane in the attribute space that maximizes 
the margin between instances of different classes. 
This task involves reformulating the classification 
problem into a quadratic optimization problem 
aimed at finding the optimal hyperplane: 

min� � � α�
�

���
 1

2 � y�y�α�α��x�, x��,
�,�

 

s. c. � α�y� ! 0,
�

���
 

∀i ∈ 
1, … , N�, α� ' 0. 

(1) 

  

  

Fig. 3. Information stability over the 4 data sets. The box indicates the upper and the lower quartiles. The small circle 
shows the median values, while the blue line indicates the maximum and the minimum values 
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This is the dual form of the quadratic problem, C 
represents the regularization parameter. To solve 
the optimization problem in Support Vector 
Machines (SVM), quadratic optimization 
algorithms are utilized. 

Some commonly used algorithms include: 
Sequential Minimal Optimization [10, 11], Trust 
Region, etc. By solving the optimization problem, 
we determine the Lagrange multipliers, the optimal 
hyperplane is given by: 

(∗ ! � α*�*�*
+

*��
, 

b∗ ! � 1
2 ⟨(∗, �.  �/⟩, 

1��� ! sign�⟨w∗, x⟩  b∗�, 

(2) 

where α. , α/ 4 0, �. ! �1, �/ ! 1. 

3 Feature Selection Algorithm 

Feature selection is a domain garnering growing 
attention within the realm of machine learning. 
Numerous feature selection techniques have been 
outlined in literature dating back to the 1970s. 

Feature selection algorithms are categorized 
into three main types based on their strategies: 
filter, wrapper, and embedded models. 

Filter feature selection methods do not consider 
classifier properties; instead, they conduct 
statistical tests on variables. In contrast, wrapper 
feature selection evaluates various feature sets by 
constructing classifiers. 

  

  

Fig. 4. SS stability over the 4 data sets. The box indicates the upper and the lower quartiles. The small circle shows 
the median values, while the blue line indicates the maximum and the minimum values 
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Fig. 5. SH stability over the 4 data sets. The box indicates the upper and the lower quartiles. The small circle shows the 
median values, while the blue line indicates the maximum and the minimum values 

  

  

Fig. 6. Kuncheva’s stability over the 4 data sets for each number of selected features 
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Embedded model algorithms integrate variable 
selection into the training process, deriving feature 
relevance analytically from the learning model's 
objective. Table 1 summarizes some feature 
selection criteria and algorithms. 

4 Stability of Feature Selection 
Algorithm 

The stability of a feature selection algorithm refers 
to how sensitive it is to changes in feature 
preferences or rankings. It quantifies how different 
training set affect the feature preferences [31]. To 
calculate the stability, we require a similarity 
measure for feature preferences: Consider two 
subsets A and B we denote: 

| . | The cardinality. 

∩   The union. 

U   The intersection. 

4.1 SS Stability 

Kalousis et al. [29] define the similarity index 
between two subsets, A and B, as: 

5/ ! 1 � |7|  |8| � 2|7 ∩ 8|
|7|  |8| � |7 ∩ 8| ! |7 ∩ 8|

|7 ∪ 8|;;;;;;;;;. (3) 

The SS stability is a simple adaptation of the 
Tanimoto, which measures the similarity distance 
between two sets A and B.  SS takes values in [0,1] 
with 0 meaning that there is no overlap between 
the two sets, and 1 that the two sets are identical. 

4.2 SH Stability 

Dunne et al. [30] calculates the similarity between 
two subsets by comparing the relative Hamming 
distance of their corresponding masks. In set 
notation, this method can be described as follows: 

  

  

Fig. 7. Information stability over the 4 data sets for each number of selected features 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 607–622
doi: 10.13053/CyS-28-2-4211

On the Performance Assessment and Comparison of Features Selection Approaches 613

ISSN 2007-9737



  

  

Fig. 8. SS stability over the 4 data sets for each number of selected features 

  

  

Fig. 9. SH stability over the 4 data sets for each number of selected features 
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5< ! 1 � |7 ∖ 8|  |8 ∖ 7|
> . (4) 

4.3 Kuncheva Stability  

Kuncheva [32] define the consistency index for two 
subsets with the same cardinality as: 

?@ ! A � BC
	

D � BC
	

! A> � DE

D�> � D�, (5) 

where D !  |7| ! |8| and A ! |7 ∩ 8|. The 
maximum value of the index is ?F ! 1.it mean that 
A ! D, and the minimum value is ?F ! �1. 

4.4 Information Stability 

Lei Yu et al. [33, 34] propose the normalized 
mutual information as a measure of stability of two 
feature sets: 

Sim��H ,  �I� ! ?��H, �I�
1��H�  1��I�. (6) 

The stability of a set of sequences features, 
J ! 
K�, KE, … , KL� is the average of all pairwise. 

5 Experimental Results 

In this section, we have made a comparison 
protocol between the several feature selections 
techniques defined in the literature and shown the 
performance of each technique. 

The experiment is analyzed by using the 
following performance measures: classification 
accuracy rate calculated by using the support 
vector machine. Also, we use the stability criteria: 
Kuncheva stability, Information stability, SS and 
SH stability. Table 2 presents a summary of four 
selected datasets used in the feature 
selection experiment: 

  

  

Fig. 10. The classification accuracy rate for each number of features 
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Fig. 11. The classification accuracy rate for each training set over the 4 better features 

  

  

Fig. 12. Kuncheva’s stability versus the average classification accuracy rate over 20 different training sets for 
each dataset 
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WDBC (Wisconsin Dataset Breast Cancer), 
Cardiotocography, ILPD (Indian Liver Patient 
Dataset), and Mammographic Mass. The 
performance evaluation of feature selection 
techniques requires the determination of the 
training and testing set. 

In this study, we split randomly the initial dataset 
by using the hold out method which is a king of 
cross validation. In this experiment, less than one-
third of the initial data is allocated for testing 
purposes. Specifically, 60% of the instances are 
designated for training, while the remaining 40% 
are reserved for testing. 

Table 3 outlines the number of instances utilized 
during both the training and testing phases for 
each dataset. To compare the feature selection 
criteria defined above, we proceed as follows: for 
each data set, we select different training set and 
we take a set of features for each training set by 
using each feature selection criterion. 

The following figures 2,3,4,5 show the 
Kuncheva’s Stability, Information Stability, SS 
Stability and SH Stability measures over 4 datasets 
for each feature selection criterion. For each data 
set we calculate the stability for different training 
set obtained by using the hold out method which 
selects randomly a training set. 

10 training sets are selected for each data set, 
we use this principle to better exploit each dataset. 
The results show that for all the training set which 
are selected randomly for each data sets, all the 
methods are stable except GA, CMI, T-test, Fisher, 
Gini, and relief. 

The stability for JMI, MRMR, Disr, Condred, 
Mifs, FCBF, MRF and Kruskal-Wallis is equal to 1 
for all the datasets, this means that these methods 
have select the same subset of feature for each 
training set of the four datasets. Therefore, theses 
feature selection criterions have selected the 
relevant subset of feature. 

  

  

Fig.13. Information stability versus the average classification accuracy rate over 20 different training sets for each data 
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Fig. 14. SS stability versus the average classification accuracy rate over 20 different training sets for each data set 

  

  

Fig. 15. SH stability versus the average classification accuracy rate over 20 different training sets for each dataset 
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5.1 Comparison and Discussion 

The figures 2,3,4,5 show the stability criteria for 
each feature selection techniques over the 
four datasets. The results show that MRMR, JMI, 
DISR, CIFE, ICAP, CONDRED, KRUSKAL-
WALLIS and MRF have a stability value around 1. 

This means that these feature selection 
criterions have selected the same feature selection 
for all the training sets in each data set.  Figures 
6,7,8,9 illustrate the stability criteria versus the 
number of features. 

The analysis of the results indicates that the 
Relief, GA, and Ficher methods exhibit lower 
stability (measured by Kurcheva’s, Information, 
SS, and SH metrics) across all datasets. 
Therefore, we conclude that these techniques are 
instable compared to the MRMR, JMI, DISR, CIFE, 
ICAP, CONDRED, KRUSKAL-WALLIS and MRF 
which have given an average stability close to 1. 

The classification accuracy rate represents an 
important term to evaluate the performance of 
feature selection techniques. 

In the figure 10 describes the classification 
accuracy rate for each number of features obtained 
by each feature selection criterions. 

In term of classification accuracy rate, we show 
clearly that the both Spectrum and MRF methods 
have provided the lower classification accuracy 
rate. The higher accuracy rate for the WDBC data 
set is reached by the both JMI and MIM methods 
with 5 features. 

For the ILPD dataset, we record the high 
accuracy for the CMIM and CIFE methods with 6 
features. In the Cardiotocography data set, the 
high classification accuracy rate is achieved with 
Fisher score by using 13 features. For the 
Mammographic Mass data set, we record high 
accuracy for the CMIM and JMI methods with 
2 features. 

The figure 11 illustrates the classification 
accuracy rate obtained by the four better features 
selected by these methods in each test. We use 
the hold out method to generate 20 training sets for 
each data sets and we calculate the classification 
accuracy rate for each training sets by using the 
four better features. 

Table 4. Average classification accuracy rate for each data set. Filled cell represents the higher accuracy rate 

Methods 
Average classification accuracy rate (%) 

WDBC ILPD Cardio Mammo 

MRMR 97,11 55,15 88,68 83,27 

CMIM 97,07 58,24 95,21 82,98 

JMI 97,07 58,22 95,21 82,98 

DISR 96,43 58,22 97,00 82,60 
CIFE 96,89 58,22 96,55 82,98 
ICAP 96,89 58,24 95,21 82,98 

CONDRED 95,80 58,24 96,55 82,98 

BETAGAMMA 96,36 58,24 96,55 83,67 
MIFS 96,89 55,15 88,68 83,27 
CMI 97,07 58,26 87,00 82,98 

MIM 96,76 58,24 95,21 83,07 

RELIEF 95,95 60,80 97,50 79,53 
FCBF 96,15 55,64 78,28 83,27 
MRF 95,56 58,20 78,28 78,77 

SPEC 95,79 57,53 80,33 79,53 

T-TEST 93,25 59,95 88,56 79,53 
KRUSKAL-WALLIS 95,99 56,73 97,85 82,98 
FISHER 96,76 59,95 96,82 79,53 

GINI 96,76 58,83 96,95 83,07 

GA 96,32 57,05 95,96 83,07 
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There is different interpretation; each feature 
selection method is adapted to a special data set. 
We calculate the average classification accuracy 
rate obtained in each test and we summarize the 
results in the following table. 

The goal of feature selection is to achieve a 
balance between the stability of a criterion and the 
classification accuracy rate (Gulgezen et al. 2009). 
This is why, experimental protocol was to take the 
average classification accuracy rate obtained by 
the 20 training sets plotted with the Kuncheva’s 
Stability, Information Stability, SS Stability and SH 
Stability. Figures 12, 13, 14, 15 show the stability 
criterions versus the means accuracy rate. The 
goal is the find the set of feature selection criterions 
which the higher classification accuracy rate and 
the higher stability, this set is called the Pareto-
Optimal Set. 

The criteria which belonging the Pareto-Optimal 
set is said to be non-dominated [18]. Hence, it is 
evident from each subplot of Figures 12, 13, 14, 
and 15 that feature selection techniques positioned 
towards the top right of the space dominate over 
those towards the bottom left. Given this 
observation, there is no justification for selecting 
techniques located at the bottom left [18]. 

6 Conclusion 

This paper introduces a comparison protocol 
evaluating twenty feature selection techniques 
across four datasets sourced from the UCI 
machine learning repository. The experimentation 
assesses stability criteria and classification 
accuracy rates calculated using SVM-SMO. Based 
on this research, we have concluded that each 
feature selection method can be tailored to suit 
specific datasets, considering factors such as the 
number of features and their distribution in the 
feature space. 

The classification accuracy rate and the 
Stability provide a good experimentation and 
perfect information of features, the better feature 
selection method is one that has the both higher 
accuracy rate and stability. It is very interesting to 
evaluate the performance of these feature 
selection techniques in the analysing DNA 
Microarrays, where there are many features and 
comparatively few samples. 
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Abstract. For a Linux operating system scheduler that
is aware of Chip Multi-Processor (CMP) systems to carry
out load balancing is extremely important and quite
challenging. The scheduler is a vital component of the
Linux kernel responsible for choosing the next thread to
run and allocating to a processor core for execution. This
process involves primarily a load-balancing procedure
that provides the thread migration between the cores of
a CMP system. A modern Linux scheduler is designed
to obtain the best possible performance while ensuring
a fair allocation of the processor cores’ time among
the normal (non-real-time) threads, which is known as
Completely Fair Scheduling (CFS) policy. However, this
policy collaterally can cause a relentless execution of the
load-balancing procedure, and therefore, an excessive
number of thread migrations. According to the literature,
an increased cache invalidation, scheduling latency,
and power consumption are issues inherent to this.
In this paper, we propose and evaluate a proactive
load-balancing (PLB) algorithm to reduce unnecessary
thread migrations on CMP systems. By comprehensive
experimental analysis, we show that our PLB algorithm
reduces the number of thread migrations by 43.8% on
average without degradation of performance.

Keywords. Linux CFS, load balancing, perf event tool,
PMU counters, chip multi-processor.

1 Introduction

The scheduler is a crucial component of the Linux
kernel responsible for choosing the next thread
to run and allocating to a processor core for
execution [35, 37, 1, 13, 22]. This process involves
primarily a load-balancing procedure that provides
the thread migration between the cores of a
CMP system. For a modern Linux scheduler that is
aware of CMP systems to carry out load balancing
is extremely important and quite challenging.

“The load-balancing procedure is based on a
number of criteria of varying relative importance.
The scheduling algorithm policy determines the
importance of each of the criteria. Unfortunately,
it is impossible to design an algorithm that fits in
all the criteria simultaneously; trying to improve
performance according to one criterion would
adversely affect the expected performance by
another” [14].

Nowadays, the Linux scheduling policy is
designed to obtain the best possible performance
while ensuring a fair allocation of the processor
cores’ time among the normal (non-real-time)
tasks1. It is known as Completely Fair Scheduling
(CFS) policy [20, 24, 28]. However, this policy

1Linux uses the term “task” to refer to both an entire process
and a process thread.
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collaterally can cause a relentless execution of
the load-balancing procedure and an excessive
number of thread migrations [21].

It results in several disadvantages, such as an
increased cache invalidation, scheduling latency,
and power consumption [8, 21]. Let us briefly
expose how the Linux scheduler’s main functions
work to gain a better understanding of the leading
role of load balancing in CFS performance. A
modern Linux kernel scheduler is composed of two
functions: scheduler tick() and schedule().

The scheduler tick() function is used by the
kernel’s timer system to periodically update the
process’ runtime statistics as well as to mark
processes needing rescheduling (e.g., a higher
priority task has just showed up, or a running task
has simply spent too much time on a core). It is
named the Periodic Scheduler.

The schedule() function is called by scheduler
tick() after a current process has been marked

as needing rescheduling to fairly decide which
process most deserves to run next. The current
task itself may also call schedule() when it has
to wait for a resource or an event’s non-blocking
signal in order to voluntarily yield, in the meantime,
its core’s time to another task.

A task temporarily yields its core’s time
without being blocked—the task remains in
the TASK RUNNING state—by calling the
sched yield() system call which ends up
calling schedule() (ergo, Linux is a preemptive
multitasking operating system).

The schedule() function is named the Main
Scheduler. It is aware of CMP systems (a.k.a.
homogeneous or symmetric multi-core systems).
In the process of choosing the next task to run,
schedule() carries out load balancing of both
real-time (RT) and normal (CFS) tasks.

RT tasks are assigned the highest static
priorities in the system (by default range from 0 to
99) in order to receive enough processing time to
meet critical time constrains.

schedule() calls the function pull rt task()2

to pull RT tasks from busier cores and distribute
them according to their priorities among a group
of RT subqueues (struct rt rq) embedded as a
field in the current core’s run queue (struct rq).

CFS tasks are user tasks (including those of
root) and kernel daemons that share a processor
core according to their dynamic priorities given
by nice values (numbers from -20 to 19 with a
default of 0). As soon as schedule() is called, it
disables the kernel preemption making sure not to
be interrupted.

A run queue (struct rq) is a per-core, linear
set of fields holding different types of data and
statistics to handle the core’s runnable tasks. The
run queue is the primary scheduling data structure
on which the Linux scheduler operates.

On the per-core run queue a CFS subqueue
(struct cfs rq) is built as a red-black tree data
structure where tasks are arranged according to
their runtime (given by the vruntime parameter).
Tasks that have not run a relative long time are
placed on the lower-left side of the tree. The
left-most task is always picked to run next. Also,
the run queue holds one RT subqueue (struct
rt rq) implemented as a doubly linked list per
static priority level (0-99).

To balance CFS tasks, the Main Scheduler
first checks the per-core cfs rq->nr running flag
for load imbalance. This flag keeps track of the
number of ready-to-run CFS tasks queued in a
core’s CFS subqueue. Then, schedule() calls the
function idle balance() which calls the function
load balance() to pull CFS tasks from bustling
cores and insert them into the CFS subqueue
(struct cfs rq) in the current core’s run queue
(struct this rq).

Once this pull-load balancing is done, the
Main Scheduler picks the next task to run and
performs the context switch. At this point, the Main
Scheduler must be sure that there are no RT tasks
in the current run queue waiting to be dispatched.

2From kernel versions 2.6.27 to 3.14.79 pre schedule rt()

was used as an enveloping function for pull rt task().
Recently, from version 3.15.10 to the current stable
version 4.16.6, pull rt task() is included in the
pick next task rt() function and invoked prior to pick
the next rt task to run.
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Fig. 1. Main scheduler’s functions involved in
load balancing

In order to be executed promptly, the Main
Scheduler calls the function push rt tasks()3 to
push RT tasks, if any, from the current core’s run
queue onto the run queue of other cores with lower
priority tasks (or even experiencing a lack of tasks).

Just after this push-load balancing is done, the
Main Scheduler becomes preemtable and checks
if the reschedule flag bit (TIF NEED RESCHED)
in the thread information structure (struct
thread-info) of the current task is set. If set,
the search for a new task starts over. If not,
schedule() exits.

Main Scheduler’s functions involved in load
balancing are shown in Fig.1. When a processor
core is allocated to a new task, the previous task
that was running on that core has either gone to the
ready or blocked state [31], and can be migrated
to another core when a new pull-load balancing
operation is performed.

3From kernel versions 2.6.27 to 3.13.11 post schedule rt()

was used as an enveloping function for push rt tasks().
The Main Scheduler now invokes push rt tasks() through
the balance callback() function just after context switching
(from version 3.14.79 to the current stable version 4.16.6).
balance callback() is part of a novel mechanism which has
added a new field for a callback head data structure straight
in the core’s run queue. struct callback head includes a
void (*func) field that allows a faster handling of the callback
functions push rt tasks() and pull rt task().

Whenever load imbalance is detected,
the load-balancing procedure is triggered to
distribute the system load among the cores in a
homogeneous multi-core processor, which results
in excessive task migrations and the consequent
drawbacks mentioned earlier.

On the other hand, in accordance with the
literature [6, 11, 33, 44], threads’ contention for
shared resources on a multi-core processor is
the major cause of system performance drop.
This paper proposes and evaluates a proactive
load-balancing (PLB) algorithm for Linux on CMP
systems to avoid a decrease in performance due
both to contention among the threads for shared
resources and excessive thread migrations.

Our PLB algorithm keeps a high level of system
performance by proactively averting contending
threads from running concurrently as well as
by reducing unnecessary thread migrations at
runtime. We propose runtime-updated IPC
thresholds, which are the basis of the operation
of the proactive load balancing. Also, a
complementary support algorithm to migrate
threads on CMP systems is designed.

The PLB algorithm takes advantage of the
Performance Monitoring Unit (PMU) accessible
from each core of a modern multi-core processor,
and the perf event tool, a powerful profiling
subsystem included in the Linux kernel
since version 2.6.31. To meet our proactive
load-balancing criterion, our algorithm carries out
the following actions at runtime:

1. Configuration of the per-core PMU counters
to read different performance-event samples
simultaneously at constant time intervals;
namely, those corresponding to the Instructions
Retired, Unhalted Core Cycles and Thread
Migrations events.

Instructions Retired is the number of
fully executed instructions and Unhalted Core
Cycles is the number of cycles executed on the
core (when the core was not in HALT state), i.e.
it shows the total elapsed cycles. These events
are sampled for each application thread as a
part of the workloads launched separately.
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2. Obtaining the Instructions Per Cycle (IPC)
statistic which reflects the system performance
by using the samples of the Instructions Retired
and Unhalted Core Cycles events. In this way,
IPC is obtained as follows:

IPC = instructions retired / unhalted core cycles

The initial value for the IPC-event (or performance)
threshold is set to the first obtained IPC value.

3. Comparison of the subsequent IPC values with
the current IPC-event threshold while the workload
is running.

4. Reacting proactively to avoid performance
ramp-down based on the result of this comparison.

These actions allow to proactively decide
whether a running thread must be migrated
to another core, and whether its current
performance threshold value (previously-sampled
IPC value) needs to be updated depending on
the result of the comparison.

If a current thread’s IPC count is below of its
corresponding performance threshold value, the
thread is migrated. If this count is higher, then
the current performance threshold value is updated
to this new IPC count (i.e., runtime-updated IPC
thresholds are used).

In this way, only when a runtime-updated IPC
threshold is not reached, our algorithm triggers
the migration of contending threads in order to
find couples of co-running threads that do not
contend (or contend as little as possible) for shared
resources on the cores, and therefore, leading
back to a high level of system performance.

We thereby say that the algorithm obeys a
criterion that proactively avoids contending threads
from running concurrently.

Threads composing each workload are initially
bound to a single core (e.g., core0) as the startup
configuration. Our PLB algorithm is implemented
at user level, which is sufficient for the accurate
assessment [2].

In Section 8, we present a comparative
table of different workloads when they run on
Linux, first using the original (unmodified) Linux
load-balancing procedure, and then merging our
algorithm into the Linux kernel. This table
shows that the number of thread migrations

Fig. 2. Architecture of our proactive load balancer

is significantly reduced (by 43.8% on average)
without harming system performance when the
PLB algorithm is used.

Fig.2 illustrates the architecture of the proposed
PLB algorithm. It shows its main components
(rounded boxes) interacting with a dual-core CMP
system (squared boxes). Next, we briefly describe
each component addressed with more detail
throughout this article.

– Resource Monitoring through the PMU: The
PMU (Peformance Monitoring Unit) included
within each core is composed of a special set
of counting registers (Section 3) that we have
configured to count the number of instructions
that are fully executed (Instructions Retired),
elapsed cycles (Unhalted Core Cycles) and
(Thread Migrations).

– Runtime Sampling (IPC): PMU registers are
used to collect performance events sampled at
regular time intervals at runtime (Section 3).

– perf event Kernel Subsystem: PMU registers
setup, runtime performance-event sampling and
registers reading are all done through perf event
(Section 3).

– Proactive Load-Balancing Algorithm: Our
algorithm uses runtime-updated IPC thresholds
that indicate the minimum IPC values that must
be reach at any sampling instant to hold the
system performance at a steady high level.
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Table 1. Main features of the example CMP system

Processor

Intel CoreTMi5 660 @ 3.33GHz

Number of Cores 2 physical

Number of Threads 4
(2 BIOS disabled)

L1 Cache 2 x 32 KB

L2 Cache 2 x 256 KB

L3 Cache 4096 KB

Micro-architecture Intel Westmere
(Codename Clarkdale)

Main Shared
Elements

L3 Cache, IM and PCI-e Controllers,
and DMI and FDI interfaces

PMUs Core, uncore and offcore
MSRs register sets

Memory Size 4 GB

Memory Type DIMM DDR3 Syncronous
1066 MHz (2 x 2GB)

Operating System Ubuntu-GNU/Linux vanilla
Linux kernel 3.1.2-SMP x86 32

Compiler gcc version 4.5.2-8ubuntu4

Therefore, we rely on these threshold values
to proactively decide whether to migrate a thread
(Section 6).

– Thread-Migration Algorithm: If a thread needs
to be migrated, our complementary support
algorithm designed to migrate threads on a CMP
system is invoked (Section 5). Next, the effect
of this migration on the system performance is
monitored and our PLB algorithm again decides
whether to migrate a certain thread in order to
maintain high system performance.

Table 1 summarizes the main features of the
example CMP system used. The vanilla4 Linux
kernel version 3.1.2 is run on the Intel Corei5
660 processor with codename Clarkdale based
on the Intel Westmere microarchitecture [7, 16]
whose virtual cores (i.e., hyper-threading) have
been disabled from the BIOS, thus having a CMP
system with only 2 physical cores. The remainder
of this paper is organized as follows: Section 2
briefly surveys related work. Section 3 describes
at length the research framework used. Section 4
is devoted to workload selection.
4The standard Linux kernel available on the kernel.org
web page.

Section 5 unveils the design stages of our
thread migration support algorithm. Section 6
explains in detail the implementation of the
algorithm that embodies our proposed proactive
approach to perform load balancing. Section 7
delineates the evaluation experiments for the PLB
algorithm. Section 8 reports the results. Finally,
Section 9 concludes the paper and provides an
avenue for future work.

2 Related Work

The design of scheduling algorithms that are
aided by statistics collected via multi-core
architecture-specific performance monitoring
counters at run time to avert shared resource
contention has been proposed in previous
research. For this, they use either the Oprofile [26]
or the Perfmon2 [29] external monitoring tools that
are no part of the vanilla Linux kernel.

These algorithms aim to minimize the
contention for the different shared resources
within a CMP processor, such as the L2 or L3
caches, the system bus, the instruction queue,
the core itself, and so on, therefore improving the
overall system throughput.

Next, we present some previous work that has
been done to implement scheduling algorithms that
tackle the problem of shared resource contention in
today homogeneous multi-core architectures:

Zhang X. et al. [43] developed a flexible
framework for Throttling-Enabled Multi-Core
Management (TEMM), which efficiently finds an
optimal hardware throttling configuration for a
user-specified resource management objective.

“It can support a variety of objectives for
fairness, quality-of-service, overall performance,
and power optimization. Throttling configuration
refers to the settings of the platform-specific
registers involved with the duty cycle modulation
and dynamic voltage and frequency scaling
(DVFS) mechanisms, originally designed for power
management within processors.

TEMM searches for a reference configuration
based on model predictions, and iteratively refines
the search with a broad set of previously executed
configuration samples. This search stops when a
high-quality throttling configuration that meets the
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objective is found”. Sáez J.C. et al. [30] designed a
non-work- conserving framework (i.e., a core may
be idle at any time) to improve priority enforcement
based on statistical information collected through
hardware performance monitoring counters (PMU).

“When multiple threads run simultaneously, the
system tries to detect changes in the behaviour of
high priority (HP) threads that comes from negative
interactions with other low-priority (LP) threads.
Those changes trigger CPU disabling actions
that temporarily block the potentially incompatible
LP threads”.

Herdrich A. et al. [15] adapted rate-based
techniques (clock modulation and frequency
scaling) that are employed to address power
management and cache/memory Quality of
Service (QoS) issues.

The QoS term refers to the ability to guarantee
a certain level of performance. Basically, what
they do is to regulate the time the core is active
and/or its working voltage and frequency (DVFS
technique) if it is running a low-priority task that
harms the performance of a high-priority task due
to system cache or memory contention.

Shi Q. et al. [32] proposed both a
load-balancing algorithm based on the
construction of scheduling domains by taking
shared L2 cache into account and the design
of load vectors to weigh the processor core’s
workload. Their goal is to reduce L2 cache misses
(so main memory accesses are also reduced),
and therefore, decrease the total execution
time of threads.

Lim Q. et al. [21] implemented an operation-
zone-based load balancer to improve the
performance of multi-core systems at runtime.
It provides three multi-core load-balancing policies
based on the CPU employment.

“The cold zone policy loosely performs
load-balancing operations; it is adequate when the
CPU utilization of most tasks is low. The hot zone
policy performs load-balancing operations very
actively, and it is adequate for high CPU use. The
warm zone policy takes the middle between the
cold zone and the hot zone”.

Our research work proposes a proactive
approach to perform load balancing of software
threads on homogeneous multi-core processors

(i.e., CMP). Our proactive approach is primarily
based on runtime-updated IPC thresholds that we
devised and used in our decision-making model
(Section 6) in order to reduce task migrations
originated in the Linux scheduler.

On the example CMP machine used (Table 1),
our PLB algorithm maintains two different threads
from each workload running concurrently as
long as it results in the least shared resource
contention, and therefore, to the same extent,
thread migration is reduced; thus helping to
improve system performance.

Our work relies heavily on the performance
monitoring subsystem of the Linux kernel,
perf event, to implement our routines that
simultaneously monitor different performance
events at runtime—thus providing valuable insight
into how to use and configure perf event.

In a first intance, we developed a complete
workload-launcher tool that we used both to
synchronously launch workloads made up of
various CINT speccpu2000 benchmarks on the
example multi-core system and to collect the
resulting statistical data from a special set of
performance-event counters located within each
core’s PMU (Performance Monitoring Unit) in the
CMP processor.

Our results show that the number of
migrations performed on the application threads
(benchmarks) that make up the workloads used
is significantly reduced (by 43.8% on average)
without degradation of performance when our PLB
algorithm is utilized.

3 Research Framework

This section describes the research framework
used for the implementation of our PLB algorithm.
Our research framework consists mainly of both
the Performance Monitoring Unit (PMU) included
in each core of a multi-core processor and the
perf event profiling tool available in the recent
versions of the Linux kernel.

They are used jointly to implement our
IPC-based decision-making model as well as to
design the procedure for carrying out properly
the sampling of different performance events
simultaneously at runtime, which are the essential
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Table 2. An excerpt from our code to collect
instructions, cycles and cpu-migrations events in a single
monitoring session

(1) attr.type = PERF TYPE HARDWARE;

(2) attr.size = sizeof(struct perf event attr);

(3) attr.disable = 1;

(4) attr.config = PERF COUNT HW INSTRUCTIONS;

(5) fd = perf event open(attr, pid, 0, -1, 0);

(6) fd1 = perf event open(attr, pid, 1, -1, 0);

(7) attr.config = PERF COUNT HW CYCLES;

(8) fd2 = perf event open(attr, pid, 0, fd, 0);

(9) fd3 = perf event open(attr, pid, 1, fd1, 0);

(10) attr.type = PERF TYPE SOFTWARE;

(11) attr.config = PERF COUNT SW CPU MIGRATIONS;

(12) attr.exclude kernel = 0;

(13) fd4 = perf event open(attr, pid, 0, fd, 0);

(14) fd5 = perf event open(attr, pid, 0, fd1, 0);

parts of our algorithm. Programming details of the
PMU counters and perf event are also explained in
this section. On the other hand, the different major
program elements which make up the scheduler
such as its main data structures and fuctions
have been studied at length directly from the
Linux kernel.

Basically, we mostly used the TOMOYO Linux
Cross Reference [9], a very helpful web-based tool,
to navegate and analyze extensively the vanilla
kernel scheduler source code. Also, the Open
MPI Portable Hardware Locality tool (hwloc) [5, 12]
is first utilized to determine our system’s topology
and object numbering (lstopo), and then to bind
threads onto processor cores (hwloc-bin).

3.1 The Performance Monitoring Unit

Processors supporting Intel 64 and IA-32
architectures have a Performance Monitoring
Unit (PMU) consisting of a collection of
Performance Monitoring Counter registers (PMCs)
and Performance Monitoring Event registers
(PMEs) [2, 25, 11, 17, 39]. PMCs and PMEs
are implemented as Model Specific Registers
(MSRs). They are accessed via the RDMSR and
WRMSR instructions.

PMCs are used to collect event counts or
serve as hardware buffers, so they are named
Counter MSRs. PMEs are used to indicate what
events need to be monitored, so they are named
Event Programming MSRs. The number of MSR
registers that make up the PMU depends on the
processor model.

A monitor is defined to be a combination of a
PME for the configuration and one or more PMC
registers for collecting data. A counting monitor
need only one PMC register.

Therefore, the counting monitors can each
be programmed to count one event at a
time. A monitoring session consists of several
steps that must be followed to collect valid
measurements. Those steps can be summarized
as follows [25]:

i) Program the monitors (paired PME and
PMC registers).

ii) Enable the monitors.

iii) Run the code to be monitored.

iv) Disable the monitors.

v) Collect results.

Each core built on a CMP chip has its own
register bank which contains the MSR registers
that make up the PMU [17]. The PMU and other
registers in the register bank are grouped together
to form the architectural state of a process thread.

That is, the architectural state is the set of
registers within each core in the CMP processor
that holds the state of its respective running
subprocess. Therefore, on a CMP processor,
each running thread has its own independent
architectural state.

When a thread migrates from one core to
another, its PMU state also moves. That is, counts
of different events collected in the MSR registers
in the source core’s PMU are replicated into the
same type of registers in the target core’s PMU.
It is this important design feature of multi-core
processors that allowed us to implement code to
follow a thread from one core to another without
loosing information on the accounts of events.
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Table 3. Workloads made up of CINT
speccpu2000 benchmarks

CINT2000 workloads

W1 (gzip gcc mcf) W11 (gzip bzip2 eon)

W2 (bzip2 gcc mcf) W12 (bzip2 eon crafty)

W3 (eon gcc mcf) W13 (gzip eon crafty)

W4 (crafty gcc mcf) W14 (bzip2 gzip crafty)

W5 (gzip gcc bzip2) W15 (eon gzip mcf)

W6 (eon gcc bzip2) W16 (bzip2 gzip mcf)

W7 (crafty gcc bzip2) W17 (crafty gzip mcf)

W8 (gzip gcc eon) W18 (eon bzip2 mcf)

W9 (crafty gcc eon) W19 (crafty bzip2 mcf)

W10 (gzip gcc crafty) W20 (crafty eon mcf)

3.2 The Linux perf event Kernel Subsystem

Perf event is a performance monitoring tool
merged into the Linux kernel from version
2.6.31 [10, 40, 41]. The principal goal of perf event
is to provide Linux with the support needed
to effectively utilize the PMU, thus allowing an
advanced performance analysis.

Currently, it is a powerful kernel subsystem
increasingly used in the research and development
of new computer systems such as multi-core
architectures. Support for the latest architectures
is added according to new kernel versions.

The perf event tool includes plenty of
commands to collect and analyze performance
and trace data. It can measure both hardware
and sofware events. Software events are those
that originate in the kernel. Some examples are:
the number of context-switches, cpu-migrations or
page-faults.

Hardware events are micro-architectural
events such as the number of elapsed cycles,
instructions retired, L1 cache misses, etc. The
perf event interface (API), perf event open()

(file /tools/perf/perf.h), wraps a single system
call which supports a set of requests to configure,
measure and collect performance monitoring
information. It mainly provides a mechanism to
read and write PMU registers.

By means of this system call, the PMU registers
can be read during the execution of an application.
Therefore, event samples can be obtained at
runtime. This system call has the following
prototype:

int perf event open(struct perf event attr

*attr, pid t pid, int cpu, int group fd,

unsigned long flags);

A description of its arguments can be found in
the perf event documentation (file /tools/perf/

Documentation) and the references [10, 40].
The perf event attr structure is comprised of
several attribute fields used to provide detailed
configuration information for the event being
created. The perf event interface selects a PMU’s
counting monitor and configures its PME register
based on the event to be monitored (given by the
attr.config attribute).

It then returns an integer which is the file
descriptor (fd) of the corresponding PMC register
(counter) where the performance event counts will
be collected. The fd is used to access the PMC
register via standard system calls such as read()

which is used to read the counter or ioctl()

which is used to perform the counter input/output
operations: reset, enable and disable.

Next, we show how the perf event open()

system call is configured in order to implement a
single monitoring session that collects hardware
events such as instructions and cycles as well
as a software event such as cpu-migrations

simultaneously for both system cores.
An excerpt from our code to measure these

events is shown in Table 2. Line (1) specifies
the type attribute of the events to be measured
which can be hardware or software type. As
instructions and cycles are collected the
hardware type is specified.

Line (2) sets the size attribute to the attr

structure size. Line (3) sets the disable attribute
to its default value, which is 1, to emphasize
that the counter must start out disabled (due to
synchronization reasons as discussed in Section
6). Then, line (4) introduces the config attribute
which is nothing else but the name of the event to
be measured. This attribute is set to collect the
instructions event.
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Lines (5) and (6) define the system calls used
to count the number of instructions retired on
both cores (the third argument is cpu = 0 for
core0 and cpu = 1 for core1). Additionally,
the group fd argument has been set to -1 to
establish fd and fd1 as the group leaders for
core0 and core1 respectively. Group leaders are
used to collect different events as a unit for the
same set of instructions that are fully executed
(i.e., instructions retired). Line (7) shows the
corresponding value for the config attribute to
measure the cycles event. Lines (8) and (9)
define the system calls used to count the number of
elapsed cycles on both cores. Here, the group fd

argument is set to fd and fd1, the file descriptors
for the group leaders.

Next, both the type and config attributes
are changed to measure the cpu-migrations

event. Line (10) now specifies the software
type. Line (11) shows the right name for this
event. As cpu-migrations is an event that
happens in kernel space5 (ergo, also recorded in
the se.nr migrations field of the task descriptor),
the exclude kernel attribute is changed from its
default value of 1 to 0 to include events taking place
in kernel space.

Line (12) shows the new value for this attribute.
The system calls to measure cpu-migrations on
both cores also have the group fd argument set to
fd and fd1 as shown in lines (13) and (14). Thus,
the instructions, cycles and cpu-migrations

events are collected as a unit for the same set of
instructions retired. Finally, for all events, the pid

argument is set to the id number of the process
thread to be monitored and the flags argument is
set to zero.

4 Workload Selection

Workloads made up of different combinations
of three CINT speccpu2000 benchmarks [36]
were previously characterized using the vanilla
Linux kernel 2.6.32.10 patched with the Perfmon2
profiling tool [29] on an Intel Core2 Duo E6550
multi-core processor [16].
5Linux divides virtual address space into two parts known as
kernel space and user space (also called kernel mode and
user mode respectively).

Table 3 presents our workloads and Fig.3
shows the bar graphs that result from their
characterization using some key metrics. These
metrics are:

a) Instructions Per Cycle (IPC): fully executed
instructions divided by the total CPU cycles:
IPC = instructions retired / unhalted core cycles

b) L2 MISSES: data and instruction misses at
second level (L2) cache. On the Intel Core2
Duo processor, the L2 cache is a unified cache
that is shared by both cores to serve L1 cache
misses of instructions and data.

c) BUS TRANS MEM:BOTH CORES: Memory
Bus Transactions due to both cores. That is,
memory requests initiated by any core on the
system bus.

d) INST QUEUE:FULL: cycles during which the
instruction queue is full. The instruction queue
is a unit where instructions wait until they are
ready for execution. An instruction is ready
for execution when its operands have already
been computed.

As can be seen in Fig.3, a smaller number of
instructions per cycle is executed for workloads
W1 to W4 and W15 to W20. Also, the number of
L2 cache misses is too large for such workloads.
Furthermore, both the number of memory requests
and the number of cycles during which the
instruction queue is full are also too large for these
same workloads.

This indicates that the benchmarks composing
workloads W1 to W4 and W15 to W20 contend
with at least one of their co-runners for shared
resources intensely. In particular: the L2 cache,
the system bus and the instructions queue.
Therefore, such workloads are regarded as best
suited to carry out experiments in which a stress
capacity for our CMP system is required.

5 Design of the Complementary
Support Algorithm to
Migrate Threads

The kernel uses the sched setaffinity() system
call to provide a different mask of cores (new mask)
to a task.
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Fig. 3. Some metrics used for the CINT Speccpu2000 benchmarks characterization

First, this system call obtains a cpumask
bitmap called cpus allowed from the thread’s
task descriptor (task struct structure) 6. On
the cpus allowed bitmap one bit is set for each
online core on which the thread can run (inherited
from the process of which it is a part). Then,
a bitwise AND operation is performed between
the cpus allowed and an input mask (in mask)
bitmaps to obtain new mask7.

6sched setaffinity() calls the cpuset cpus allowed()

function, which ends up calling the task cs() function with
a pointer to task descriptor as parameter to retrieve the
cpuset structure for the task. The cpuset structure holds
the cpus allowed cpumask bitmap. Since version 4.0.9, this
structure includes the effective cpus cpumask bitmap which
is used instead of cpus allowed for this very purpose.

7Through cpumask and() which is called by
sched setaffinity().

If the core to which the current task is bound is
not part of the new mask, sched setaffinity()

performs all the migration process8. The
sched setaffinity() function receives a task
id and an input mask as parameters. As a
task id is assigned, it is necessary to obtain
the corresponding task descriptor (since the
cpus allowed bitmask is there).

This is done through the
find process by pid() function called by
sched setaffinity(). The various stages
involved in the implementation of our algorithm
that carries out the migration of threads between

8sched setaffinity() calls the set cpus allowed ptr()

function to perform the entire process of migrating the thread
when the core it is executing on is removed from the
allowed bitmask.
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Algorithm 1: mctopology algorithm
Input: Input mask in hex
Output: Length
Arguments: *buffer: user space data string

length: length of the entered data string
1 Cpumask-type array: A-domain-core, B-domain-core;
2 procedure MCTOPOLOGY(mask);
3 Charater array: in mask;
4 Integer variables: new mask, num cpus, cpui, A-domain;
5 Pointer to character: *mask string;
6 num cpus←−get the number of cpus in the system (NR CPU) ; ▷ NR CPU is a kernel variable

7 in mask←−get mask from user space (length of buffer);
8 mask string←−get address of (in mask);
9 change what’s in mask string to hex;

10 save mask string in new mask;
11 for cpui←−0, num cpus do
12 if cpui is online then ▷ its corresponding bit is set in the default kernel cpumask

13 right shift new mask i positions;
14 do a bitwise AND operation between the;
15 right shifted new mask and a 0×1 mask;
16 assign the result to A-domain;
17 if A-domain=1 then
18 save cpui in A-domain-core;
19 else
20 save cpui in B-domain-core;

21 Return length

the two physical cores of our example CMP
processor (Table 1), which we have called
sched setmigration newmask(), are described
next. Likewise, our algorithm can be easily
extended to a system with a larger number of
cores. sched setmigration newmask() is invoked
within our proactive load-balancing algorithm to
migrate threads when needed. These stages are:

Stage 1: The Linux kernel’s
sched setaffinity() function (file
/kernel/sched.c) is modified so that it accepts
a task descriptor as a parameter instead of
the id of the corresponding task (hence, the
bulky-code find process by pid() function is
removed). Since the cpus allowed bitmask can
be obtained from the task descriptor, this improves
code complexity (ergo, power consumption also
improves [4, 38]).

The cpus allowed and input mask are used
by the kernel to obtain the new mask mask that
the scheduler checks repeatedly to know which
cores are offline and perform the thread migration
process accordingly.

We have called the improved function
sched setaffinity() (same system-call name

prefixed with double underscore9), which is merged
into our migration sched setmigration newmask()

algorithm described in detail in Section 6. As we
mentioned earlier in the Introduction, our work is
based on the vanilla Linux kernel version 3.1.2.
From version 5.15.67, the core part of the code
within sched setaffinity()10 (now found in

9So it is treated as an internal function and no checks are
made on the user address space (the function is then executed
faster) [42].

10The essential code for obtaining the cpus allowed cpumask
bitmap and migrating.
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Algorithm 2: sched setmigration newmask() algorithm
Input: current task’s pid, core number
Output: retval; ▷ 0 if success, error code if failure

1 Cpumask-type array: A-domain-core, B-domain-core;
2 procedure sched setmigration newmaskpid, core;
3 Integer variable: retval;
4 Pointer to current task: *curr;
5 curr←− get current task(pid); ▷ kernel’s own function

6 if core=0 then
7 retval←−call sched setaffinity(curr, A-domain-core); ▷ core1 /∈ A-domain-core

8 else
9 if core=1 then

10 retval←− call sched setaffinity(curr, B-domain-core); ▷ core0 /∈ B-domain-core

11 else
12 Return error code

13 Return retval

/kernel/sched/core.c) is wrapped in a function
that also bears the same name prefixed with
double underscore ( sched setaffinity()).
However, sched setaffinity() still uses the
find process by pid() function to obtain the
thread’s task descriptor.

Stage 2: Algorithm 1 shows our algorithm
called mctopology (i.e., multi-core topology) which
is designed to construct from an input mask in
hexadecimal notation two domain masks of cores:

A-domain-core and B-domain-core

The input mask is devised to allow grouping
cores that are physically adjacent (and so sharing
resources, e.g., a common cache) into domain
masks (i.e., scheduling domains) such that threads
should preferably be moved between the cores in a
domain. To pass the input mask to the kernel to be
processed, the /proc/topology directory and the
user cpumask input virtual file are created as a
means of communication between the user space
and the kernel space.

In lines 10 and 11, the number of cores in
the system (taken straight from the kernel variable
NR CPU) is stored in the num cpus variable and
the input mask is stored in the in mask variable
respectively. In lines 12 – 14, in mask’s address is
assigned to the mask string pointer and the string

value stored at the address where mask string

is pointing is changed into a hexadecimal format
and stored in the new mask variable. Lines 15 – 28
comprise the method for grouping cores into
scheduling domains so that a thread is migrated
to a core within the same domain. In this way,
the thread’s information stored in the cache that is
shared among the cores within the domain is not
moved to another system cache (resulting in lower
migration cost).

This section of code first tests if the bit that
corresponds to the core at position i (cpui) is set
in the default kernel cpu allowed cpumask (i.e., if
the core is online). If so, a right shift operation
on new mask of i positions is performed and a
bitwise AND operation between the right-shifted
new mask and a 0x1 mask (to select adjacent
cores) is executed. Then, the result is assigned to
the A-domain variable (similarly, a 0x2 mask could
have been used for the B-domain variable).

Depending on the result that has been stored
in A-domain, the core is saved in either the mask
A-domain-core or B-domain-core. Since our
system has only two (online) cores, the domain
masks A-domain-core and B-domain-core store
corei (i=0) and corei (i=1) respectively. Depending
on the number of cores in a multi-core system,
more complex layouts of scheduling domains can
be obtained.
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Fig. 4. Sequential diagram for our PLB algorithm

As the number of cores increases, the setting of
an input mask so that the selection of the adjacent
cores be optimal is a matter of key importance.

Stage 3: An algorithm to update the current
task’s cpumask bitmap with either the mask
A-domain-core or B-domain-core is devised and
implemented as a system call. It is invoked within
our Proactive Load-Balancing algorithm to migrate
threads when needed. We named it:

sched setmigration newmask()

Our sched setmigration newmask() algorithm
receives, as a parameter, the number of the core
to which the task must be migrated. Depending
on the core number, the algorithm chooses
either the A-domain-core or B-domain-core

domain mask. The algorithm then calls the
sched setaffinity() function with the current

task descriptor and the new mask as parameters,
so the current task is migrated to the target core.

For our example dual-core system (which
has two physical cores and hyperthreading
disabled), the default kernel cpumask is
0x11 (both cores are online), so when the
A-domain-core domain mask is chosen within our
sched setmigration newmask() algorithm, the
current task is forced to leave core0 and migrate to
core1. Similarly, when the B-domain-core domain
mask is chosen, the current task is forced to leave
core1 and migrate to core0. This algorithm is
shown in Algorithm 2.

In line 7, the current task descriptor is obtained
first. In lines 8 – 17, a domain mask for the
sched setaffinity() function is chosen as its

second parameter according to the core number
that is passed to sched setmigration newmask().
Since our system has only two (online) cores, there
is one core per domain.

On Linux, threads are always migrated from
one run queue to another. Before being migrated,
the kernel must suspend the execution of the
thread running on the local core and save its
task context (including performance statistics)
accordingly. These actions are part of a context
switching procedure performed in kernel mode.
For a thread, its task context is obtained from
its task descriptor (task struct structure) and
CPU registers11.

The task descriptor contains all of the data
needed to keep track of the thread, whether it
is running or not. Some of the primary fields
it includes are12: A thread info structure that
holds all requiered processor-specific low-level
information about the thread, a state variable,
a *stack pointer to its kernel-mode stack, a *mm

pointer to its virtual address space (mm struct

structure, also called memory descriptor),
and a thread struct structure that holds the
architecture-specific state of the thread.

The thread’s virtual address space13 is divided
into several regions of type vm area struct each
of which contains different information of the
running thread such as its user-mode stack, code,
data, and so on. When entering kernel mode to
run the context switcher, the instruction pointer
(EIP), the status register (EFLAGS, also known
as a condition-code register or CCR), the user
stack pointer (EBP), the segment selector of the
user data segment ( USER DS) and the segment
selector of the user code segment ( USER CS) of
the thread being migrated are saved automatically

11It is not necessary to save the full state of the machine for a
thread, as it is using the same memory, program code, files
and devices as the process of which it is a part. A thread must
maintain only some state information of its own.

12From the latest stable kernel version 5.19.5.
13The process that spawns the thread initially shares its address

space with it. Later, when the thread modifies or writes to a
part of this space, a copy of that part is made for the thread
itself (known as the Copy-On-Write technique) [34].
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Algorithm 3: proactive load-balancing algorithm Part 1
Input: application’s executable code and its own parameters
Output: performance events’ statistics of the monitored application thread

1 procedure perf thread stat() ; ▷ input is entered at the command line

2 child pid←−fork()
3 if child pid < 0 then ▷ the parent does this

4 failed to fork

5 if child pid ̸= 0 then ▷ the child does this

6 do −→ preparatory steps prior to launching the application thread;
7 close one end of the pipe 1;
8 read the open end of pipe 2;
9 execvp←− application’s name;

10 read the open end of pipe 1; ▷ the parent does this

11 do −→ the counters’ settings; ▷ See Table 2

12 ioctl←− RESET, fdi; ▷ a file descriptor (fd) selects a counter

13 ioctl←− ENABLE, fdi;
14 t0 ←− time(& start); ▷ the start runtime

15 close one end of pipe 2;
16 k ←− 0;
17 waitpid←− child pid, WNOHANG ; ▷ in order to not suspend the execution of the parent thread

on the kernel-mode stack14. The context switcher
then saves in the thread struct structure housed
in the task descriptor, the remainder of CPU
registers that hold the state of the machine at the
time the core is deallocated from the thread.

Thus, since the thread’s task descriptor is
moved from the local run queue to the target run
queue, the thread’s task context can be restored
and its execution resumed (a thread is always
scheduled from the run queue on to the core in
user mode [18]).

CPU cycles consumed in all this moving that
the kernel does to migrate threads result in
pure overhead, because no useful work (IPC) is
done [34, 8, 22, 23].

In this light, our PLB algorithm maintains
two different threads from each workload running
concurrently as long as it results in the least shared
resource contention, and therefore, to the same
extent, thread migration is reduced; ultimately
preventing system performance from declining.

14A context switch is always initiated by an interrupt. The
interrupt mechanism saves automatically this data on the
kernel-mode stack [18, 3, 42, 31].

In the next section, we first illustrate
sequentially how our algorithm works, and
then explain its pseudocode line by line.

6 Proactive Load-Balancing
(PLB) Algorithm

6.1 Sequential Diagram

A sequential diagram to depict the interaction of the
various threads involved in our algorithm is shown
in Fig. 4. In this diagram the leading function
(parent thread) called perf thread stat()

appears in the upper left and tagged with the
number 1. When the algorithm starts, it calls the
function perf thread stat() which spawns a child
thread using the kernel’s standard fork() function.

Next, the child thread starts executing in parallel
to the parent until the parent thread stops and
waits for the child to complete the preparatory
steps prior to launching the application (which will
be detailed in the next section) before carrying
out the counters’ setup. Using an inter-thread
communication technique known as pipes, the
parent and child get synchronized by sending
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Algorithm 4: proactive load-balancing algorithm Part 2
1 while do
2 if k = 0 then ▷ first pass inside the while loop

3 refval1←− ipcval1;
4 refval2←− ipcval2

5 if k ̸= 0 then
6 if refval1 < ipcval1 then
7 refval1←− ipcval1

8 if refval2 < ipcval2 then
9 refval2←− ipcval2

10 if count2 ̸= 0 && ipcval1 < refval1 && mf1 ̸= 1 then
11 res←− sched setmigration newmask(child pid, 1); ▷ our algorithm to migrate threads

12 mf1←− 1;
13 mf2←− 0;
14 refval1←− 0; ▷ refval1 is reset

15 if count3 ̸= 0 && ipcval2 < refval2 && mf2 ̸= 1 then
16 res←− sched setmigration newmask(child pid, 0); ▷ our algorithm to migrate threads

17 mf2←− 1;
18 mf1←− 0;
19 refval2←− 0 ; ▷ refval2 is reset

20 k ←− k + 1

21 t1 ←− time(&stop); ▷ the end runtime

22 ioctl←− DISABLE, fdi;
23 read the final values of the statistics;
24 print the performance events’ statistics of the monitored application thread;

messages between them. A null message is sent
from the end of a pipe that gets closed, to the
end that remains open to read the message. The
close() function is used to close one end of a pipe,
whereas the read() function is used to read at the
other end.

This is shown through the points A-C. When the
parent thread receives the null message from the
child, the parent resumes execution and performs
the counters’ setup. Straight afterwards, the
parent thread first resets and enables the counters
and then starts measuring the runtime parameter
through the time() function.

Meanwhile, the child thread waits for the parent
to finish these steps. Right after the parent thread
has started measuring the runtime parameter, it
sends a null message to the child by closing one
end of a second pipe (D).

The child thread reads the message at the
other end of this pipe, resumes execution, and
launches the application by means of the execvp()

function. Now, this is shown through the points
C-E. While the application is running, the parent
thread reads the counters and stores their values
into data arrays within a while loop.

The while condition includes a waitpid()

function set to wait for the application to terminate
without suspending the parent thread execution
(by using the WNOHANG option). Thus, the parent
thread keeps gathering statistical information from
the counters while the application is running.

Based on these statistics, the parent thread
decides whether it is convenient to migrate the
current application thread. When the application
ends, the terminated status for the child specified
by its pid is immediatly available.
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Fig. 5. Number of thread migrations obtained for both load balancers after 10 runs of each workload

Then, the parent thread leaves the while loop,
stops measuring the runtime, and disables the
counters. The ioctl() function was used to reset,
enable, and disable the counters.

Finally, the parent thread saves the collected
statistics in dedicated files, prints them on the
screen, and exits. See points E-G. Next, we
present our proactive load-balancing algorithm split
into two parts: Algorithm 3 and Algorithm 4.

6.2 Detailed Description

Our PLB algorithm requires a tight synchronization
between the parent, child and application threads
as exposed so far. Algorithm 3 details the
synchronization between these threads as well as
the first part of the while loop depicted above.

In lines 4 – 8, the parent thread spawns a child
thread through the fork() function and checks if
the returned pid has a valid value.

At this point a branch occurs: in line 9, the
child begins executing the preparatory steps prior
to launching the application thread, and in line 14,
the parent thread waits for the child to finish.

In line 10, just after the child thread has
completed these steps, it sends a null message to
the parent by closing one end of pipe 1. In line 11,
the child waits for the parent thread to carry out the
counters’ setup.

Then, in lines 15 – 18, the counters are setup,
reset and enabled by the parent thread, whereupon
it begins measuring the runtime parameter. In
line 19, the parent sends a null message to the
child by closing one end of pipe 2, so in line 12,
the child launches the application by means of the
execvp() function.
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Table 4. Percentage of reduction in the number of thread
migrations for each workload

Thread Migrations
Workload Benchmarks (threads)

W1
gzip gcc mcf

278 136 51.1% 54 21 61.1% 348 181 47.8%

W2
bzip2 gcc mcf

247 137 44.5% 59 39 35.4% 372 181 51.4%

W3
eon gcc mcf

112 62 44.6% 45 25 44.4% 317 240 24.3%

W4
crafty gcc mcf

413 230 51.6% 42 26 38.1% 363 137 62.2%

W15
eon gzip mcf

134 94 29.9% 248 150 39.5% 328 146 55.5%

W16
bzip2 gzip mcf

244 69 71.7% 272 82 69.8% 352 109 69.0%

W17
crafty gzip mcf

252 228 9.5% 223 103 53.8% 268 146 45.1%

W18
eon bzip2 mcf

126 78 38.1% 217 123 43.3% 348 201 42.2%

W19
crafty bzip2 mcf

408 265 35.0% 232 105 54.7% 398 217 45.5%

W20
crafty eon mcf

279 317 -13.6% 282 224 20.6% 93 58 37.6%

As mentioned earlier, the child performs a
couple of preparatory steps prior to launching the
application thread which consist in:

1. First calling a dummy execvp() that always fails
in order to avoid Global Offset Table (GOT) and
Procedure Linking Table (PLT) entry relocation
overhead on the real execvp() [19, 27].

These processor-specific tables assist the
dynamic linker in finding the absolute addresses
for position-independent function calls, such
as execvp(). Therefore, as all this action
is performed in advance, to launch the real
execvp() takes much fewer steps.

2. Setting the close-on-exec flag (FD CLOEXEC)
associated with the file descriptor representing
the open end of pipe 2, so this end will be
automatically (and atomically) closed when the
execvp() succeeds (since execvp() does not
return when successful).

On the other hand, in line 20, the control
variable k that is used to indicate the number of
times the algorithm enters into the while loop is
initialized to 0. In line 21, the waitpid() function is
configured using the WNOHANG option along with the

child’s pid in order not to suspend the execution of
the parent thread while the application is running.
In lines 22 – 26, the while condition is set and
the counts of the events represented by their
corresponding file descriptors (Table 2) are stored
into dedicated array variables. In lines 27 – 38, the
IPC is calculated from the instructions retired and
unhalted core cycles statistics for both the core0
and core1 at runtime.

The decimal part of the IPC values thus
obtained is truncated to its hundredth part; this in
order to make them more meaningful. Algorithm 4
presents the second part of the while loop which
contains the reasoning for deciding to migrate the
application threads (i.e., the decision-making part).

In lines 39 – 49, for the first pass inside
the while loop, the IPC values that have
been previously calculated are assigned to
IPC-threshold variables (refval1 and refval2). If
it is a subsequent pass, it checks whether
the IPC-threshold values are lower than the
corresponding new IPC values for core0 and core1.

If so, the new IPC values are assigned to the
IPC-threshold variables (i.e., runtime-updated IPC
thresholds are used). On the other hand, in lines
51 – 62, if the new IPC values are lower than the
IPC-threshold values, it means that a significant
contention exists between the co-runner threads.

So the current IPC-threshold values are
maintained. In line 51, the IPC value of
the thread running on core0 (ipcval1) is
checked, if it is lower than its corresponding
IPC-threshold value (refval1), the thread
is migrated to core1 by means of our
sched setmigration newmask() algorithm.

Similarly, in line 57, the IPC value of the
thread running on core1 (ipcval2) is checked, if
it is lower than its corresponding IPC-threshold
value (refval2), the thread is migrated to core015.
Therefore, as soon as a significant decrease in the
thread’s IPC is observed at runtime, our algorithm
reacts proactively trying to keep this parameter to
its previous higher value by migrating the thread
and thus avoiding contention for shared resources
with its co-runners.
15This is completely in line with our proposed thread migration

model. For a system with a larger number of cores, our model
would simply have more choices of cores to migrate to.
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Fig. 6. Average IPC obtained for both load balancers after 10 runs of each workload

As previously stated, the optimal couples of
co-runner threads are searched in this way at
runtime. The mf1 and mf2 variables are used to
ensure that a thread cannot be migrated to the
same core where it is currently running. In line 63,
the control variable k is incremented by 1 for each
pass through the while loop.

Finally, when the application terminates,
the while condition is no longer met, so in
lines 65 – 68, the parent thread stops measuring
the runtime parameter, disables the counters,
reads the final values of the statistics, and prints
these final values along with those previously
obtained during the execution of the application.

7 Evaluation Experiments

This section details the steps performed to
evaluate our proactive load-balancing algorithm:
First, workload implementations of CINT speccpu

2000 benchmarks [36] which simulate application
threads are carried out. Three-benchmark
workloads that have adequate stress capacity for
the example multi-core system used (Table 1) are
employed. Second, perf event is used to configure
the PMU built into each processor core in order to
collect the instructions retired and unhalted core
cycles hardware events from which we calculate
the Instructions Per Cycle (IPC) statistic.

As explained in earlier sections, IPC is the
primary metric we employed to manage the
migration of process threads. Although there
are several other events collectable such as L2
cache misses, rejected L2 cache requests (by
the bus queue), completed memory transactions
on the system bus, and so on, IPC is a good
performance metric to keep simplicity in our
conception. The PMU is also configured to collect
the cpu-migrations software event at the same time
(as described in Section 3).

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 623–645
doi: 10.13053/CyS-28-2-4403

Ulises Revilla-Duarte, Marco A. Ramírez-Salinas, Luis A. Villa-Vargas, et al.640

ISSN 2007-9737



Third, as mentioned in Section 2, we developed
a workload-launcher tool in order to synchronously
launch the implemented workloads on the CMP
system. The workload-launcher picks the different
bechmarks that make up a workload and launches
them simultaneously to execution. As soon as a
workload finishes, the benchmarks that compose
the next workload are launched. When the last
workload is executed, the workload-launcher starts
over by executing each workload again in a second
round. It stops after 10 rounds are completed (i.e.,
each workload is run 10 times). As discussed
earlier, 10 workloads were selected from the 20
that we had previously characterized to stress the
CMP system used.

Fourth, in the manner described in the previous
step, each of the selected workloads is run 10
times on Linux without modifying the scheduler,
and the number of instructions retired, unhalted
core cycles and thread migrations are counted
at runtime. Fifth, our PLB algorithm is then
merged into the Linux scheduler and each of these
workloads is run 10 times again. The same events
are counted at runtime. Finally, the statistics values
obtained are plotted on a bar graph and analyzed.
This bar graph is shown in Fig.5.

8 Results

The number of thread migrations obtained after
running each workload 10 times on the example
CMP system with the Linux OS installed, first with
the vanilla (standar) kernel and then with the PLB
algorithm merged into the Linux kernel scheduler is
plotted in the bar graph in Fig. 5, which also shows
the benchmarks that make up each workload.
From this figure it can be seen that the number of
migrations performed is significantly reduced when
using proactive load balancing.

Table 4 shows in detail the percentage by
which the number of migrations decreased for
each constituent benchmark (mimicking a software
thread) of the workloads used. In this table, below
each benchmark, there are three small boxes. In
the first box, we have the resulting number of
thread migrations for the vanilla Linux scheduler,
in the second, the corresponding number for our
proactive load-balancing algorithm, and in the third,

the percentage by which the migrations decreased.
Our PLB algorithm reduces the number of thread
migrations by up to 71.7% (bzip2 in W16). There
is only one case (crafty in W20) where there is a
13.6% increase. For this particular combination of
benchmarks that make up W20, both eon and mcf

contend, one at a time, against crafty for shared
resources with great intensity.

Therefore, our algorithm is forced to migrate
crafty quite often. For these workloads, we also
compared the average IPC obtained for both the
vanilla and modified scheduler instances. The
resulting numbers for proactive load balancing
are practically the same as those of the vanilla
instance. This is exposed in the bar graph in
Fig.6. From Table 4, we obtain the total number of
migrations for both the vanilla scheduler (MT ) and
proactive load balancing (mT ): Vanilla scheduler:

MT =

30∑
i=1

Mi = 7354. (1)

Proactive load balancing:

mT =

30∑
i=1

mi = 4130. (2)

Thus, the total reduction in the number of
migrations (Tr) is:

Tr = MT −mT = 7354− 4130 = 3224. (3)

That is, in total there were 3224
fewer migrations.

Therefore, on average the percentage by which
the number of migrations was reduced (Ar) is:

Ar =

(
3224

7354
× 100

)
% = 43.8%. (4)

Without degradation of performance.
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9 Conclusion and Future Work

We have presented our proactive load-balancing
(PLB) algorithm designed to avoid performance
drop in CMP systems due both to an excessive
number of thread migrations and shared resource
contention. Our PLB algorithm proactively decides
whether a running thread must be migrated from
its current core to another active core based on
performance data read at runtime from system
counters (PMU) that we configured to collect
counts of selected events.

While the software threads are running
concurrently (co-running threads) on a CMP
processor, the Instructions Retired and Elapsed
Cycles events are collected and used to obtain
the IPC parameter which shows the system
performance. In the same way, the cpu-migrations
event is also gathered to know the number of
migrations performed on each thread.

According to the literature, shared resource
contention by co-running threads is the most
important cause of performance drop. Hence, our
PLB algorithm is primarily designed to proactively
avoid resource contention. On the example CMP
machine, our algorithm maintains two different
threads from each workload running concurrently
as long as it results in the least shared resource
contention, and therefore, to the same extent,
thread migration is reduced.

Our PLB algorithm avails itself of the Linux
kernel’s perf event subsystem to configure each
core’s PMU, read event counts and monitor
software threads. The perf event subsystem
represents an easy access to hardware counters
to Linux, which are a key resource for improving
system performance. Unfortunately, there is a
lack of literature and limited online documentation
available for this monitoring tool.

Therefore, an important aspect of our research
work is that we have excelled at dredging up most
of the vague and obscure configuration facts, and
thus shedding light on how to use and set up
perf-event; namely, how to set it up in order to
count different events simultaneously at runtime.
We have introduced a comprehensive view of
the methodology used for conducting research
to adapt an operating system such as Linux to

the modern multi-core architectures, which is a
theme of great relevance and interest among
computer scientists today. Overall, our results have
shown that the number of migrations performed
on the threads (benchmarks) that make up the
workloads used is significantly reduced (by 43.8%
on average) without harming system performance
when our proposed PLB algorithm is utilized. To
design A.I. algorithms that can be merged into
Linux to perform smart scheduling of co-running
threads in multi-core architectures so that system
performance improves is an interesting avenue for
future work.
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30. Sáez, J. C., Gómez, J. I., Prieto, M.
(2008). Improving priority enforcement via
non-work-conserving scheduling. Proceedings
of the 37th International Conference on
Parallel Processing, pp. 99–106. DOI: 10.110
9/ICPP.2008.38.

31. Salzberg-Rodriguez, C., Fischer, G.,
Smolski, S. (2005). The Linux®kernel primer:
A top-down approach for x86 and powerpc

architectures. Chapter 3: Processes: The
Principal Model of Execution, Prentice Hall,
pp. 77–178.

32. Shi, Q., Chen, T., Hu, W., Huang, C.
(2009). Load balance scheduling algorithm
for CMP architecture. Proceedings of the
International Conference on Electronic
Computer Technology, pp. 396–400.
DOI: 10.1109/icect.2009.74.

33. Siddha, S., Pallipadi, V., Mallick, A.
(2005). Chip multiprocessing aware linux
kernel scheduler. Proceedings of the Linux
Symposium, pp. 193–204.

34. Silberschatz, A., Baer-Galvin, P., Gagne, G.
(2007). Operating system concepts with java.
John Wiley and Sons.

35. Silberschatz, A., Baer-Galvin, P., Gagne, G.
(2018). Operating system concepts. Chapter
5: CPU Scheduling, John Wiley and Sons,
pp. 220–227.

36. SPEC (2007). Standard performance
evaluation corporation. www.spec.org.

37. Tanenbaum, A. S., Herbert, B. (2015).
Modern operating systems. Chapter
8: Multiple Processor Systems, Person
Education, pp. 520–539.

38. Tiwari, V., Malik, S., Wolfe, A., Lee, M.
T. C. (1996). Instruction level power analysis
and optimization of software. Proceedings of
9th International Conference on VLSI Design,
pp. 1–18. DOI: 10.1109/icvd.1996.489624.

39. Vogl, S., Eckert, C. (2012). Using hardware
performance events for instruction-level
monitoring on the x86. Proceedings of
EuroSec’12, 5th European Workshop on
System Security.

40. Weaver, V. (2013). Linux perf event features
and overhead. FastPath: Second International
Workshop on Performance Analisys of
Workload Optimized Systems, pp. 1–6.

41. Weaver, V. (2013). perf event – programming
guide. web.eece.maine.edu/∼vweaver/project
s/perf events/programming.html.

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 623–645
doi: 10.13053/CyS-28-2-4403

Ulises Revilla-Duarte, Marco A. Ramírez-Salinas, Luis A. Villa-Vargas, et al.644

ISSN 2007-9737



42. Wolfgang, M. (2008). Professional
Linux®kernel architecture. Wiley Publishing.

43. Zhang, X., Zhong, R., Dwarkadas, S.,
Shen, K. (2012). A flexible framework for
throttling-enabled multicore managment.
Proceedings of the 41st International
Conference on Parallel Processing,
pp. 389–398.

44. Zhuravlev, S., Blagodurov, S., Fedorova,
A. (2010). Addressing shared resource

contention in multicore processors via
scheduling. ACM SIGARCH Computer
Architecture News, Vol. 38, No. 1,
pp. 129–142. DOI: 10.1145/1735970.17
36036.

Article received on 25/11/2022; accepted on 12/06/2024.
∗Corresponding author is Marco A. Ramı́rez-Salinas.

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 623–645
doi: 10.13053/CyS-28-2-4403

Proactive Load Balancing to Reduce Unnecessary Thread Migrations on Chip Multi-Processor ... 645

ISSN 2007-9737



Rocket Thrust Vectoring Attitude Control

based on Convolutional Neural Networks

Rodolfo Garcia-Rodriguez∗, Ivan Martinez-Perez, Luis E. Ramos-Velasco, Mario A. Vega-Navarrete1
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Abstract. Launching and landing rockets on the

Earth and in space have had intensive research and

development in the last years. The idea of reducing

costs is related regularly to the reusability of some

mission stages. Though the launch has attracted

attention due to including the main engines fundamental

to boosting spacecraft onto an orbital or interplanetary

trajectory, the landing takes relevance in space missions.

While the rocket’s landing has been carried out on

Earth using an autonomous spaceport drone ship, it

is challenging to design intelligent model-free systems

that can continuously learn and compensate for slight

deviations until they meet the target. This paper focuses

on studying vertical rocket landing using convolutional

neural networks. Assuming that the rocket is near the

landing area, an attitude rocket control is proposed using

a vision system to recognize it and drive -the nozzle

TVC. Experimental results show the attitude control

commanded by a nozzle TVC of an experimental rocket

under different conditions.

Keywords. Rocket thrust vector control, convolutional

neural networks, attitude rocket control.

1 Introduction

In the last years, there has been an increased

need to reduce the costs in the space launches

through spacecraft reusable. In this way, many
companies, like the US company Space X, have

focused their efforts on the vertical landing where

the rocket’s first stage should be reusable because

it is higher cost.

In particular, the Vertical Takeoff Vertical

Landing, VTVL, technology has been used

successfully recently by companies as SpaceX

(Falcon 9), Blue Origin (New Shepard) for reusable

rockets. However, although VTLV has been

demonstrated to be helpful, some open problems

remain open in vertical takeoff technology and
reusable landing rockets.

Since the beginning, the rocket’s landing has

attracted attention on how to get precision landing

on the Earth and a more challenge in space where

the parachute does not seem the best option [1].

In the literature, the rocket landing has been

studied in two ways: a) as the reentry problem

in the atmosphere where the high acceleration,

dynamic pressure, and heating rate represents

constraints of the optimization problem where

the aerodynamic drag is fundamental to get

deceleration effect and generates the reference

rocket trajectory, and b) vertical landing problem

where the altitude and speed of the rocket are

controlling adjusting engine trust in a vacuum

environment [15].

Due to the near of the landing area, the

aerodynamic forces are in equilibrium with the

gravity force; the remaining mass of the rocket

defines the landing velocity. Thus, the rocket’s

altitude, speed, and attitude are adjusted to satisfy

the landing time. This paper focuses on the vertical

rocket landing on a floating landing platform known

as the Autonomous Spaceport Droneship (ASDS),

where precision is highly challenging.

Mainly to increase the rocket landing precision

and divert or move sideways, the vectored thrust,

TVC, is considered [3, 10, 6]. Finally, due to the
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Table 1. Image augmentation parameters

Train datagen / Evaluate datagen

Rescale 1./255

Rotation range 40,

Width shift range 0.2

Height shift range 0.2

Shear range 0.2

Zoom range 0.2

Horizontal flip True

Fig. 1. (a) A TVC on the rocket,

(b) Experimental prototype

Fig. 2. Images from the landing platform dataset

landing precision capabilities vary on the Earth

and space, this problem implies the researches
and developments of many fields as structural

dynamics, engines, control systems taken place

simultaneously. The rocket landing problem is

studied and solved as an optimization problem

under different constraints where the goal is to

generate online flight trajectory [12, 8, 2].

The principal drawback of these approaches

is the lack of knowledge of some parameters,

aerodynamics or physics, in certain conditions,

and robustness to compensate the parameters

uncertainty, the wind perturbations, or noises that

can affect the rocket’s landing.

Recently, advances in machine learning tools,

like deep learning, have been used to solve some

problems in aircraft or rockets where the principal

goal is a parameter estimation from the available

data and improve the capacity of parameters

estimation through a learning algorithm. The

learning algorithms aim to estimate an unknown

mapping from available data to predict future data,

commonly known as generalization.

Deep Learning is part of Machine Learning,

where information processing is carried out in

hierarchical layers. That is, the deep learning

algorithms are based on neural networks [14].

In addition to the traditional neural network

approximating the unknown mapping from the

input-output data, the deep learning algorithms can
learn basic features from the input data in a deep

learning algorithm.

They have the capacity to understand some

characteristics of the new data that are useful

to make predictions. The interesting feature

of deep neural networks is that the learning

capacity is related to hidden layers number [7].

Some approaches have been developed taking

advantage of the deep learning algorithms as in

[13] where deep neural networks are used to obtain

the Hamilton-Jacobi-Bellman solution to guarantee

aircraft landing, lunar landing in [5], and rocket

launching in [17].

Furthermore, in [16] a deep convolutional

neural network is used to process and classify a

huge number of images data generated by optimal

equipment. This paper uses a deep learning
algorithm called Convolutional Neural Network,

CNN, to learn and identify the landing platform to

control attitude rocket.

The CNN is a feedforward neural network

which by convolutional layers applied filters to

the input data to obtain features from it, called

feature learning. The application of CNN has
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Table 2. Fit generator parameters

Training configuration using ImageDataGenerator

train datagen.flow
from directory

target size=(128,128) /
batch size=64 /class mode=’binary’

validation datagen.

flow from directory

target size=(128,128) /

batch size=64 /

class mode=’binary’

model.fit generator

train generator / epochs=30 /

steps per epoch=63 /
validation data=validation generator /

validation steps=7 / workers=4

Fig. 3. Architecture of the CNN

been extended recently in many areas as computer

vision, speech recognition, machine translation, to

name a few. Motivating from concerns mentioned

above, the vertical rocket landing, and the learning

capabilities of the CNN, the problem to solve is

defined as follows.

1.1 Problem Statement

Although the rocket has many phases of the

return-to-launch-site mission, we focus on the
vertical landing problem, specifically on the rocket’s

orientation near the landing area. Due to the

aircraft does not have a straight path to its

destination.

On the contrary, regularly, there is a slight

deviation concerning the angle route or trajectory.

The problem stands for the attitude rocket control

avoiding any knowledge system.

Thus, to get autonomous and intelligent space

landings, a vision system will drive a nozzle TVC to

guarantee the attitude rocket control while the CNN

is trained to recognize the landing platform.

Assuming that the landing platform is moving

and the rocket is fixed in its center of gravity, in this

paper, a landing platform dataset is built, and the

CNN is trained to identify it.

Once a vision system identifies a target in its

field of view, FOV, a bounding box is created

around it while simultaneously, the coordinates of

the center of the landing platform are obtained.
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Fig. 4. Loss curve (1484 images) Fig. 5. Accuracy curve (1484 images)

Fig. 6. Loss curve (8 feature extraction layers) Fig. 7. Accuracy curve (8 feature extraction layers)

Fig. 8. Loss curve (742 images)
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Fig. 9. Accuracy curve (742 images)
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Fully connected
ANN

Classification

Bounding Box/label prediction 

x1

x2

x8

x8
x4

Extraction feature – Darknet-53 CNN 

1st 2nd 3rd

label

Object detection

Predictions

YOLOv3

Image by 

camera vision

Image from 

custom dataset

Fig. 10. Landing platform detection algorithm using Yolov3

Fig. 11. Object detection: Training results Fig. 12. Landing platform detection on the FOV

Finally, the orientation desired angles are

defined, taking as reference the FOV of the vision

system, which nozzle TVC uses to guide the

appropriate rocket.

Specifically, the nozzle TVC system used

on the rocket prototype has two orientations

commanded by electromechanical actuators each

one, see Fig. 1.

The propulsion used is constant, where a

portable air compressor pump supplies it.

The remainder of this paper is organized as

follows.

Section 2 presents the description of training

and testing of the CNN to get an attitude rocket

control by vision system.

Experimental results are presented under

different conditions in Section 3.

Finally, some conclusions are presented

in Section 4.
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Fig. 13. Reference systems of FOV

Fig. 14. Obtaining desired angles from FOV

Fig. 15. Experimental prototype

2 Approach

This section presents the different stages to control

the rocket attitude using CNN as part of its landing

back mission.

Stages as training of CNN, landing platform

recognition by the vision system, and the

generation of the orientation desired angles are

developed in Anaconda Python distribution under

Windows©10 operating system. The principal

packages installed are Tensorflow 1.13.1, Keras

2.3.1, and OpenCV-python 4.4.0.

2.1 Training of CNN

The first step before CNN training is to build a

landing platform dataset.

2.1.1 Landing Platform Database

The landing platform dataset was built using a

mobile phone with a resolution of 25 MP. The

dataset images have the same size, are labeled,

and within them, the landing platform is not

centered. The landing platform database has

742 images, where 372 are positive images with

different degrees of illumination and photo angles

to make the learning and detection more robust,

while 370 negative images of anything; other than
the target. In Fig. 2 we can see a sample of

the database created. Once the landing platform

has been built, the next step is to train the CNN to

recognize the landing platform and use it to rocket

control orientation.

2.1.2 Convolutional Neural Network

The training goal of the CNN is to get a valuable

set of weights that allow recognizing the landing

platform and the generalization ability of the model.

Finally, the set of weights is saved for testing

the learning. Before training the CNN, the

image augmentation technique is applied to the

dataset images to get multiple transformed copies

of an image.

The image augmentation technique will be

helpful to generalize the model due to adding

variations levels of unseen data and avoiding
model overfitting. The Image data generator

is a class of Keras that configure and convert

the database into useful data to be entered in

CNN. Finally, each new batch of our data is

adjusted randomly.
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Rocket
Desired 

state

Controller

(PID)
TVC

𝜃𝑑 , 𝜓𝑑 𝜃,𝜓δ𝜃 , δ𝜓𝑒−+
System

Landing platform detection

CNN

Object 

detection
FOV

Fig. 16. Rocket thrust vectoring control system using convolutional neural network, CNN

In Table 1 are shown the augmentation

parameters apply to the dataset images while

parameters of the Flow from dataframe and Keras

Fit generator method are shown in Table 2. The

former directly augment images by reading its

name and target value from a dataset, and the

latter accepts a batch of the dataset updates the

model’s weights.

Now, we are ready to train our CNN. The CNN

uses an image 224 × 224 pixels, four feature

extraction layers, and two fully connected neural

networks in the output layer, see Fig. 3. The

training model was carried out using 30 epochs

with a batch size set to 64.

The optimization algorithm used was the

RMSprop with a learning rate set to 0.0003. The

optimization algorithm used was the RMSprop with

a learning rate set to 0.0003. Finally, the results

of the training using augmenting images database

are given in Fig. 8 and Fig. 9 with the loss and

accuracy curves, respectively.

It is observed from Fig. 8 that the training

loss curve moves down until it reaches a value

of approximately 0.1, while validation loss has

an expected downward trend but in some epochs

display peaks. These peaks represent the images

that the model never saw and cannot recognize.

On the other hand, the training and validation

accuracy curves, Fig. 9, tend to increase which

means the training is adequate even to the small

number of epochs used for the training. Thus,

the neural network has trained to generalize the

images from loss and accuracy curves.

Remark. Fig. 4 and 5 show the training

and validation results using 1,848 images.

The performance is better than in Fig. 8-9

but appears some peaks that represent that

there are images that cannot be learned for

the CNN. By another hand, if the feature

extraction layers are increased to eight, the

performance of the training and validation

significantly improves, see Fig. 6-7. Thus, the

features extraction layers are fundamental in the

learning process to predict future data accuracy.

Once the CNN is trained, the next step is to landing

platform recognition using the vision system.

2.2 Rocket Thrust Vectoring Control
Using CNN

2.2.1 Landing Platform Recognition

Learning an object or image using CNN is

generally used for classification or categorization

tasks where the object recognized within an image

is fundamental.
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Fig. 17. Experimental rocket dimensions

Fig. 18. General scheme used to generate the TVC signals

In this paper, we are interested, in addition, to

knowing the exact location of the landing platform,

see Fig. 12. Thus, the images from the dataset

were labeled with coordinates of the object’s

location embedded into the images. To creates

the labels is used the labelImg application. It is a

graphical image labeling application tool written in

Python where the coordinates are manually saved

in a TXT file for each image.

Finally, in conjunction with labels, this dataset is

trained to obtain its location in the camera’s field of

view. To get the object detection1 real-time object

detection algorithm named Yolov3 is used where

a Darknet-53 CNN is in charge of learning and

classifying the desired image, Fig. 10.

1The process of recognizing and getting its location is called

object detection.

Thus, simultaneously the bounding box

regressor2 and the label’s prediction are made

in the case of having several classes (different

objects/images) [4, 9, 11].

The bounding box uses residual blocks

algorithms for better performance in tiny images,

also Intersection Over Union, IOU, techniques to

get a perfect box over the object. In addition, it uses

three prediction scales to get better performance,

while the labeling uses binary cross-entropy loss

because there are many overlapping labels. Given

that CNN complete training used in YoloV3 takes

much computational time and requires significant

computational power, a transfer learning technique

is used to reduce neural network training time.

2Box that marks the target’s location (landing platform) on the

image.
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Fig. 19. Experiment 1: Performance of θ and ψ angles under different perturbations

Fig. 20. Experiment 1: Control signals:δθ and δψ

Thus, using a pre-trained CNN that contains

the information to recognize faster generic features

from any image, the last three layers of the CNN

are trained to recognize a particular object, in this

case, the landing platform.

That is, the pre-trained weights remain fixed

while the training takes place. The training model

parameters used for the complete training of the

object detection were 30 epochs with a batch size

set to 8. The optimization algorithm used was the

MSEloss. Fig. 11 show the training results.

2.2.2 Generating the Orientation
Desired Angles

Once the artificial vision system recognizes the

landing platform and its location, it is possible

to calculate the desired orientation of the rocket

angles. Let the coordinates of the field of view be

defined according to Fig. 13, where the origin is

placed in the upper left corner, the horizontal axis

has 640 pixels, and the vertical axis has 480 pixels.

Thus, using the landing platform coordinates is

possible to calculate the angles concerning each of

the axes of the field of view, see Fig. 14. Such that

θd and ψd are given as:

θd = tan−1

(

cy′

h

)

= tan−1

(

cy − 480/2

h

)

, (1)

ψd = tan−1

(

cx′

h

)

= tan−1

(

cx− 640/2

h

)

, (2)

where (cx, cy) are the coordinates from the origin

(0,0) to the landing platform detected, (cx′, cy′) are

the coordinates from the median axes, with origin

in (320, 240), to the landing platform, and h is

the distance from the rocket’s camera to the target
where for this application is assumed constant.

Notice that the angles concerning each of

the axes of the field of view, (1)-(2), are no

more than the desired angles to be used rocket

attitude control.
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Fig. 21. Experiment 2: Desired and actual rocket angles

Fig. 22. Experiment 2: Control signals: δθ and δψ

2.2.3 Rocket Thrust Vectoring Control

Finally, once the desired angles θd and ψd are

defined, we can rocket attitude control using nozzle

TVC. The general control scheme proposed is

shown in Fig. 16. For simplicity in this paper, we

consider a traditional PID controller on a process

variable (PV) and a setpoint in discrete form

defined as:

δ∗(tk) = P + I +D, (3)

where:

P KP e(tk),=

I KI

k
∑

i=1

ei(tk)∆tk,=

D KD

∆e(tk)

∆tk
,=

where KP , KI , KD are the feedback gains, e(tk) =
∗(tk) − ∗(tK)d is the tracking error at time step tk
with ∗(tk) the actual state and, ∗(tk)d the desired

state, and ∆tk is the step size. In this case the PID

controller is utilized to control the states θ, and ψ.

Finally, Fig. 15 shows the prototype model rocket

used for experiments. More technical details about

the prototype is given in the next section.

3 Experimental Results

3.1 Experimental Setup

To demonstrate the performance of the proposed

scheme an experimental results were carried out

on a fixed at the center of gravity rocket, see Fig.

15. The rocket comprises a nose cone, body tube,

and TVC nozzle with two degrees of freedom.

The experimental rocket principal dimensions

are shown in Fig. 17 where the fineness of the

nose is 1.39, and its approximated total weight is

615 g. As the rocket is fixed at the center of gravity,

as propulsion is used a portable air compressor

pump with pressure around 300 KPa, obtaining a

thrust of 6.2× 10−3 kN.
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To identify the landing platform, on the rocket is

placed the vision system through a web camera,

Genius Qcam 6000 of 2MP. In addition, the

OpenCV library is installed on a Raspberry Pi

4, 8Gb RAM, located inside the body tube to

recognize the landing platform. Finally, CNN is

programming on Raspberry Pi 4, too. On the other

hand, an IMU MPU-6050 is used to carry out the

rocket orientation measurement: θ, and ψ angles.

Thus, once the actual angles and the coordinates

landing platform are available, the nozzle TVC

control signals are calculated on Arduino UNO,

also inside the body tube. See Fig. 18.

Remark. The desired angles information

in sent from the Raspberry Pi to Arduino

through SERIAL communication (SSH). Although

this communication kind produce a delay, this

communication has a type of switch which causes

the sent data to pile up, the attitude control is

carried out adequately. Due to data Arduino

arriving in a non-existent format, a delay of 3 sec.

is programmed on the Raspberry.

3.2 Experimental Conditions

The objective of the experiments is to rocket

thrust vectoring control orientation; that is, the

rocket should be oriented according to the landing

platform that is assumed is moving.

In the first experiment, the goal is to test that the

TVC nozzle can maintain the rocket in equilibrium

positions under different perturbations, that is,

θ = ψ ≈ 0. Fig. 19 shows the performance

of the θ and ψ angles when the rocket is subject

to two manual perturbations. Notice that, after

the induced perturbations, the TVC nozzle can

stabilize the rocket, that is, θ = ψ → 0.

In Fig. 20 is shows the control signals applied

to the TVC nozzle. In the second experiment, the

vision system on the rocket is used to recognize

and follow the landing platform using a TVC nozzle.

The CNN is used to acknowledge and calculate

the landing platform coordinates representing the

desired angles, θd, and ψd.

Thus, the controller’s goal of the TVC nozzle is

to generate the control signals to get the desired

rocket orientation. Fig. 21 shows how once

the desired angles are generated, the controller

produces the adequate control signals applied

to the TVC that guarantee to reach the desired

angles. Notice that exists a delay of around 7

s between each sending of coordinates. This

is due to delay communication between Arduino

and Raspberry. Therefore, the rocket reaches the

desired angles despite this delay and noise on

orientations measurements. Finally, in Fig. 22 the

control signals performance of θd and ψd are show.

4 Conclusion and Future Work

The vertical rocket landing using CNN, especially

the attitude control by nozzle TVC without knowing

the system or landing trajectory, is presented.

Assuming that the landing platform is moving, the

rocket’s orientation is driven by a vision system

that recognizes the target, controlling the rocket

orientation by the nozzle TVC. In addition, the

building dataset, training, and testing of the CNN

is presented. Although experimental results are

done under a controlled environment, the rocket is
fixed on the center of gravity. The results show

that the proposed scheme is robust enough to

latency, noise in sensors, and motors, to control

rocket orientation using CNN. In this way, the CNN

can be considered part of an intelligent system

for launching and landing tasks where the learning

characteristics from new data to make predictions

without any knowledge of the system or desired

trajectory can be helpful from space missions.
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Abstract. The detection of breast cancer poses
a significant challenge in the field of medicine. It
represents the second type of the largest cases of
cancer deaths in women. Several techniques have
been found to solve the problem or make a better
diagnosis. Recently, Support Vector Machine based
systems are the most common and are considered a
better diagnostic assistant in cancer detection research.
The quality of the results generated depends on the
choice of some parameters such as the kernel function
and the model parameters. In this paper, we analyze
and evaluate the performance of several kernel functions
in the SVM algorithm. Experiments are conducted with
different training-test phases generated by the holdout
method and we used the WBCD (Wisconsin Breast
Cancer Database) to analyze the results. The results
are evaluated by using the following performances
measures: classification accuracy rate, sensitivity,
specificity, positive and negative predictive values. To
validate the results obtained by these different kernel
functions, we use different values for the kernel functions
parameters and SVM model parameters and we record
the optimal parameters values. Finally, we show that
the Cauchy kernel and the Rational Quadratic kernel are
identical and converge to the same value.

Keywords. Support vector machine, kernel function,
breast cancer, diagnosis, classification, sequential
minimal optimization.

1 Introduction

Breast cancer originates from the inner lining of
milk ducts or the lobules responsible for supplying

milk to the ducts. It manifests as a tumor
within the breast, which can either be benign
(non-cancerous) or malignant (cancerous).

Malignant tumors grow and develop into cancer.
Breast cancer is a leading cause of mortality
worldwide. Every year the breast cancer is
detected in 1,3 million women on the world, the
mortality rate increases rapidly with more than
1,6 million cases in 2010 which corresponds to
425000 deaths [6]. The correct diagnosis of breast
cancer is very important to help the doctors.

Detecting cancerous cells at an early stage,
before they spread, can significantly increase
the survival rate for patients by over 97%1

Nevertheless, classifier systems are widely used
to solve the problem of cancer classification and
to help the experts to make a good diagnosis.
The major advantages of classifier systems are the
minimization of possible errors that might be made
and the ability to give a detailed examination.

The Support Vector Machine (SVM) is
recognized as one of the most widely used
classifier systems which has become quite an
active research field in machine learning. Recently,
Support Vector Machines have been shown to
give good results and a good generalization
performance in the medical diagnosis field
precisely in cancer classification [19, 8, 11, 3, 17].

1American Cancer Society Hompage. (2008). Citing Internet
sources Available from: www.cancer.org.
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Fig. 1. The figure shows the optimal hyperplane and the
support vectors

Table 1. Some kernel functions defined in the literature
(M. is multiquadric and q. is quadratic)

Kernel name Formulation

Linear k(x, y) = xt.y

Polynomial k(x, y) = (xt.y)d

Gaussian k(x, y) = exp(−∥x−y∥2

2σ2 )

Sigmoid k(x, y) = tan(P1.xt.y + P2)

Cauchy k(x, y) = 1

1+
∥x−y∥2

σ

Inverse M. k(x, y) = 1√
∥x−y∥2+c2

Quadratic k(x, y) = (xt.y + 1)2

Multiquadric k(x, y) =

√
∥x− y∥2 + c2

Power k(x, y) = −∥x− y∥d

Rational Q. k(x, y) = 1− ∥x−y∥2
∥x−y∥2+c

Wave k(x, y) = θ
∥x−y∥ sin

∥x−y∥
θ

Spherical k(x, y) = 1− 3
2
∥x−y∥

σ + 1
2 (

∥x−y∥
σ )3

Achieving strong performance with the
SVM method heavily relies on the selection
of appropriate kernel functions. These
functions enable the algorithm to identify the
maximum-margin hyperplane within a transformed
feature space.

Additionally, the effectiveness of the SVM
hinges on the careful tuning of kernel function

parameters and the cost parameter C in the SVM
model has a very important role to get a good
classification accuracy rate [18]. Numerous studies
in the literature have explored medical diagnosis of
breast cancer using the Wisconsin Breast Cancer
Database (WBCD).

For instance, Quinlan achieved a classification
accuracy rate of 94,74% through 10−fold
cross-validation using the C4.5 decision tree
method [16]. Similarly, Hamilton et al. achieved a
classification accuracy rate of 95,00% using the
RIAC method [9].

Nauck and Kruse obtained 95,06%
classification accuracy rate by using the
neuron-fuzzy techniques [13]. Albrecht et al.
reached 98,80% classification accuracy rate
with logarithmic simulated annealing with the
perceptron algorithm [2].

Übeyli, by using SVM reached 99,54%
accuracy [21]. Polat and Günes used the
LS-SVM (Lest Square SVM) and 98,53% was
obtained [15]. Guijarro-Berdias et al. achieved
96,00% classification accuracy rate by applying
linear-lest squares [7].

Akay, by using SVM with feauter selection,
reached 99,51% classification accuracy rate
[1]. Marcano-Cedeño et al., by applying
artificial metaplasticity neural network reached
99.26% classification accuracy rate [12]. In this
paper, we compare and analyze several kernel
functions proposed in the literature by using
different values of kernel functions parameters and
cost parameters.

This study has been applied to the Wisconsin
Breast Cancer Dataset (WBCD) which is a widely
studied data set from the field of breast cancer
diagnosis. We evaluate the results by calculating
the performance measures: classification accuracy
rate, sensitivity, specificity, positive and negative
predictive values.

In this work we have done two studies: the
first one is the realization of a comparison protocol
between the different kernels and the second is
to reach a high classification accuracy rate in the
context of breast cancer diagnosis.

Also, we show that the Cauchy kernel and the
Rational Quadratic kernel are identical and give the
same results.
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Table 2. Kernel functions with parameters

Kernel name Kernel Parameter

Linear /

Polynomial d

Gaussian σ

Sigmoid P1, P2

Cauchy σ

Inverse Multiquadric c

Quadratic /

Multiquadric c

Power d

Rational Quadratic c

Wave θ

Spherical σ

Table 3. WBCD description of attributes

Attribute
numbers

Attribute
description

Values of
attribute

1 Clump thickness 1-10

2 Uniformity of cell size 1-10

3 Uniformity of cell shape 1-10

4 Marginal adhesion 1-10

5 Single epithelial cell size 1-10

6 Bare nuclei 1-10

7 Bland chromatin 1-10

8 Normal nucleoli 1-10

9 Mitoses 1-10

The rest of the paper is organized as follows:
First in Section 2, we give an overview of SVM. In
Section 3, we recall some kernel functions defined
in the literature. In Section 4, we analyze the
results of the different kernel function. Finally, we
conclude with some perspectives.

2 Overview of Support Vector Machine

Vapnik [4] introduced the Support Vector Machine
(SVM) as a learning algorithm aimed at minimizing
structural risk. SVM is a method used for data

analysis and is employed in both classification and
regression tasks.

Given a set of input data, SVM predicts
which of two possible classes each input belongs
to. To achieve classification, SVM constructs
a hyperplane in a high-dimensional space to
effectively separate the data into classes.

This hyperplane is positioned to maximize the
distance to the nearest training point of any class,
ensuring optimal separation. While multiple valid
hyperplanes exist, SVM uniquely identifies the
optimal hyperplane. The data points that are
closest to this maximum margin hyperplane are
referred to as Support Vectors.

Identifying this hyperplane involves
reformulating the classification problem into a
quadratic optimization task, which can be resolved
using various algorithms such as Sequential
Minimal Optimization, Trust Region, Interior Point,
Active-Set, and others. One key benefit of SVM
is its effectiveness in high-dimensional spaces,
even when the number of dimensions exceeds the
number of samples.

2.1 Mathematical Formulation

Given a training data set of N points (xi, yi) with
input data xi ∈ Rd, i = 1, ...,N and output data
yi ∈ {−1, 1} given by an expert. The margin is the
distance of closest examples from the line decision
(hyperplane). The equation of hyperplane can be
written as the set of points X satisfy:

⟨w,xi⟩+ b = 0. (1)

The hyperplane that optimally separates the
data is the one that minimizes : 12w

Tw.
This gives the final standard formulation of an

SVM as a minimization problem:{
min 1

2w
Tw,

yi(⟨wi,xi⟩+ b) ≥ 1, i = 1, ...,N .
(2)

This represents a quadratic programming
optimization challenge. Quadratic optimization
problems are a widely recognized category
of mathematical optimization problems, with
numerous algorithms available for their resolution.
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Table 4. The results obtained by different kernel
functions with the bestvalue of kernel parameter

Kernel name Results Kernel Parameter

Linear 97.40 /

Polynomial 96.54 d = 3

Gaussian 99.13 σ = 3

Sigmoid 96.53 P1 = 1, P2 = −1
Cauchy 98.27 σ = 10

Inverse Multiquadric 98.27 c = 1

Quadratic 93.59 c = 5

Multiquadric 64.93 c = 9

Power 34.63 d = 2

Rational Quadratic 98.27 σ = 10

Wave 97.83 θ = 2

Spherical 64.93 σ = 0.1

The dual problem is obtained by introducing
Lagrange musltipliers:

max
N∑
i=1

αi − 1
2

∑
i,j

αiαjyiyj ⟨xi,xj⟩ ,

αi ≥ 0,
N∑
i=1

αiyi = 0.

(3)

Solving equation (3) with constraints equation
determines the lagrange multipliers, and the
optimal separating hyperplane is given by:

w∗ =

N∑
i=1

αiyixi, (4)

b∗ = −1

2
⟨w∗,xr + xs⟩ , (5)

where xr and xs are any support vector from each
class satisfying:

αr,αs > 0, yr = −1, ys = 1. (6)

The hard classifier is then:

f(x) = sign(⟨w∗,x⟩+ b∗). (7)

In this study, we choose the Sequential
Minimal Optimization algorithm to solve the
quadratic problem.

2.2 Sequential Minimal Optimization

The Sequential Minimal Optimization (SMO),
introduced by [10, 14] is another widely used
algorithm for training Support Vector Machines
(SVMs). The basic idea of smo is to decompose
the initial problem into sub problems (reducing the
working sets to two points).

the optimal solution can be computed
analytically for this two points in the working
set [5]. Given the current solution (αold

i ,αold
j ),

the optimal update is computed to obtain the
new solution (αnew

i ,αnew
j ) by using the following

update rule:

αnew
j = αold

j − yj(Ei − Ej)

η
, (8)

where

Ek = f(xk)− yk, (9)
η = 2⟨xi,xj⟩ − ⟨xi,xi⟩ − ⟨xj ,xj⟩, (10)

where Ek is the error between the SVM output on
the kth example and the true label yk.

Next we clip αnew
j to lie within the range [L,H]

i.e L ≤ αnew
j ≤ H, to satisfy the constraint that

0 ≤ αj ≤ C :

αnew
j =


H
L
αnew
j

si αnew
j ≥ H,

si αnew
j ≤ L,

si L < αnew
j < H.

(11)

The bounds L and H are given by the following:

– If yi ̸= yj , L = max(0,αold
j − αold

i ), H =

min(C,C + αold
j − αold

i )

– If yi = yj , L = max(0,αold
i + αold

j − C), H =

min(C,αold
i + αold

j ).

Finally, having solved for αnew
j , the value of αnew

i

is given by:

αnew
i = αold

i + yiyj(α
old
i − αold

j ). (12)

The algorithm proceeds as follows:

1. Find a Lagrange multiplier α1 that violates the
Karush − Kuhn − Tucker (KKT ) conditions
for the optimization problem.
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Table 5. The results obtained by different kernel
functions with the bestvalue of SVM model parameter

Kernel name cost parameter C

Linear 1

Polynomial 1

Gaussian 13

Sigmoid 1

Cauchy 6

Inverse Multiquadric 2

Quadratic 5

Multiquadric 1

Power 2

Rational Quadratic 6

Wave 1

Spherical 1

Table 6. Sensitivity and specificity calculated for the four
best kernel functions

Kernel name Sensitivity Specificity

Gaussian 98.67 100

Inverse M. 98.67 97.53

Cauchy 98.67 97.53

Wave 98.67 96.30

2. Pick a second multiplier α2 and optimize the pair
(α1,α2).

3. Repeat steps 1 and 2 until convergence.

Upon satisfaction of the Karush-Kuhn-Tucker
(KKT) conditions by all Lagrange multipliers within
a specified user-defined tolerance, the problem is
considered solved.

While this algorithm ensures convergence,
heuristics are employed to select the pair
of multipliers to expedite convergence. To
achieve optimal performance, certain parameters
in SVM must be meticulously chosen. These
parameters include:

– The regularization parameter C, which controls
the trade-off between errors of the SVM on
training data and margin maximization [20].

– The parameters of the kernel functions.

– The choice of the kernel affect the performance.

3 Kernel Functions

However, in 1992, V. Vapnik et al.
proposed a method to generate nonlinear
classifiers by employing the kernel trick with
maximum-margin hyperplanes.

Kernel functions enable a nonlinear
transformation of data into a linear separation
of examples in a new space known as the ”feature
space,” which is high-dimensional.

This characteristic enhances the likelihood
of discovering a separating hyperplane.
Nevertheless, in this new space, the goal is
to find the following hyperplane:

h(x) = ⟨w, Φ(x)⟩+ b. (13)

We arrive at the following optimization problem:
max

N∑
i=1

αi − 1
2

∑
i,j

αiαjyiyj ⟨Φ(xi), Φ(xj)⟩ ,

αi ≥ 0,
N∑
i=1

αiyi = 0.

(14)

By introducing the notion of kernel function
we have:

k(xi,xj) = Φ(xi)Φ(xj). (15)

The expression of the hyperplane will be
defined as follows:

f(x) =
∑
i

αiyiΦ(xi)Φ(xj) + b. (16)

Under these conditions we didn’t need to know
the transformation Φ and the calculation will be
much less expensive.

We can directly construct a kernel function
by respecting certain condition defined by the
theorem of Mercer which states that: a kernel
k(xi,xj) is a symmetric continuous function that
maps two variables to a real value and k must be
positive semi definite.

Unfortunately, this theoretical condition is
difficult to verify, it does not provide guidance for
the construction of kernels or on the transformation
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Fig. 2. The figure shows the result obtained by the
different kernel

Φ. Several researches has been devoted to
constructing a kernel more exotic and adapted to
a special problem. In table 2, we show the several
kernel functions proposed in the literature:

4 Experimentation

In this research, we analyze and evaluate the
performance of different kernel functions in the
SVM algorithm by using different values of kernel
functions parameters and SVM model parameters.
We use the SMO algorithm to solve the quadratic
problem of maximizing the margin.

This analysis is conducted using the publicly
accessible breast cancer database known as
WBCD (Wisconsin Breast Cancer Database),
which originates from the work undertaken at the
University of Wisconsin Hospital.

This set of data was taken from Fine Needle
Aspirates (FNA) of humain breast tissue classified
as benign and maligne. The WBCD database
contains 699 clinical cases, there is 458 (65,50%)
benign cases and 241 (34,50%) malignant cases.

The data of WBCD contains 16 instances
with missing attirubte values which led us to
limir our experimentation to 683 clinical cases.
Nevertheless, the class has a distribution of 444
(65%) besnigs cases and 239 (35%) malignant
cases. Each instance in the database has a nine

Table 7. Positive predictive value and negative predictive
value calculated for the four best kernel functions

Kernel name Pos. Pre. Val. Neg. Pre. Val.

Gaussian 100 97.59

Inverse M. 98.67 97.53

Cauchy 98.67 97.53

Wave 98.01 97.50

attributes; each attributes has an integer value
between 1 and 10.

In the following table, we detailed the attributes
of WBCD: The SVM method consists of two
phases: training and testing. To randomly divide
the database into two parts, we employ the holdout
method, a form of cross-validation.

This method randomly partitions the initial data
into two sets: the training set and the testing
set. Less than one-third of the initial data is
allocated for testing purposes. With the holdout
method, we obtained 455 samples(65,10%) for the
training phase and 244 samples (34,90%) for the
testing phase.

In the first step, we analyze and compare the
results obtained by the different kernel functions
in terms of accuracy classification rate. The
values of kernel functions parameters were chosen
by experimentation.

For the cost parameter C (regularization
parameters that control the flexibility), we have
varied its value between 0.01 and 1000 then we
record the values which give a good accuracy
classification rate.

In the second step, we take the four kernel
functions which have given a good results and we
analyze these kernels in the function of: sensitivity,
specificity, positive and negative predictive values.
The parameters mesearse are calculated using the
following equations:

where:

NTP : Number of True Positives
NTN : Number of True Negatives
NFP : Number of False Positives
NFN : Number of False Negatives
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Table 8. Classification accuracy rate (CAR)
obtained with SVM by using the Gaussian kernel
and other classifiers

Author and years CAR

Quinlan (1996) 94.74

Hamiton et al. (1996) 95.00

Nauck and Kruse (1999) 95.06

Albrecht et al. (2002) 98.80

Polat and Günes (2007) 98.53

Guijarro-Berdias et al.
(2007) 96.00

Akay (2009) 99.51

A. Marcano-Cedeño
(2011) 99.26

This Study 99.13

Classification accuracy:
NTP +NTN

NTP +NTN +NFP +NFN

Sensitivity:
NTP

NTP +NFN

Specificity:
NTN

NFP +NTN

Positive Predictive Value:
NTP

NTP +NFP

Negative Predictive Value:
NTN

NTN +NFN

In table 5, we present the good results (the high
value of: classification accuracy rate and its kernel
parameters) obtained by each kernel function after
several trials and evaluation of different values
of the kernel functions parameters with SVM
model parameters. We clearly observe, that the
Gaussian, Cauchy, inverse multiquadratic, rational
quadratic, linear and polynomial kernels have given
a good results with an advantage for Gaussian
kernel function (99,13%).

We show also, that the Cauchy, inverse
multiquadratic and rational quadratic kernel have
nearly the same classification accuracy rate. The
low classification accuracy rate is registered for
the multiquadratic and spherical kernel function
with 64,93%.

During the assessments, we show that the
results obtained by the rational quadratic kernel
and the Cauchy kernel are identical despite the
different tests with different training and testing set.

Therefore, we will show that the rational quadratic
kernel and the Cauchy kernel are identical and
converge to the same value:

k(x, y) =
1

1 +
∥x− y∥2

c

,

=
1

c+∥x−y∥2

c

,

=
c

c+ ∥x− y∥2
.

(17)

The Rational Quadratic kernel is defined as:

k(x, y) = 1− ∥x− y∥2

∥x− y∥2 + c
,

=
∥x− y∥2 + c

∥x− y∥2 + c
− ∥x− y∥2

∥x− y∥2 + c
,

with 1 =
∥x− y∥2 + c

∥x− y∥2 + c
,

=
c

∥x− y∥2 + c
.

(18)

Finally, we can say that using the rational
quadratic kernel function gives the same results as
the Cauchy kernel function. So, the transformation
of data by these kernel are the same and
give the identical new space. In table 7, we
show: sensitivity, specificity, positive and negative
predictive values obtained by the four kernels
which have given a high diagnostic accuracy.

Table 8, gives the classification accuracies of
SVM with Gaussian kernel and previous methods
applied to the same database.

5 Conclusion

In this study, we have analyze and compared
the performance of several kernel on the support
vector machine in the context of breast cancer
diagnosis. We conducted our experimentation
on the WBCD database. We have shown that
the Gaussian kernel has given a good results in
term of classification accuracy rate (99,13%). The
Gaussian kernel have a great performance with:
98,67% in sensitivity and 100% in specificity. Also,
we have shown that the both Cauchy kernel and
the Rational Quadratic kernel are the same and
give the same results.
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Resumen. Este trabajo muestra las ecuaciones para 
una viga de sección rectangular con cartelas 
parabólicas sometida a un momento en cada apoyo y 
una carga uniformemente distribuida tomando en 
cuenta las deformaciones por flexión y cortante para 
obtener las rotaciones y los desplazamientos 
perpendiculares al eje longitudinal en cualquier punto 
de la viga, que es el principal aporte de esta 
investigación. El modelo actual considera solo las 
deformaciones por flexión para obtener las rotaciones 
y los desplazamientos perpendiculares al eje 
longitudinal de la viga. La metodología se desarrolla 
bajo el concepto de que la integral del momento es la 
pendiente o rotación y la segunda integración del 
momento es el desplazamiento vertical de la viga. 
Asimismo, se hace una comparación entre el modelo 
propuesto y el modelo actual para vigas simplemente 
apoyadas y vigas empotradas en ambos extremos con 
respecto al desplazamiento vertical máximo y su 
ubicación en la viga. Los resultados muestran que el 
modelo propuesto es mayor para los dos tipos de vigas 
para el desplazamiento vertical máximo con respecto 
al modelo actual. Por tanto, el modelo propuesto es 
más seguro y más adecuado con respecto al modelo 
actual para el análisis estructural, ya que las fuerzas 
cortantes y los momentos flectores están presentes en 
todas las estructuras y se producen deformaciones por 
flexión y cortante. 

Palabras clave. Trabes rectangulares, cartelas 
parabólicas, deformaciones por flexión y cortante, 
rotaciones, desplazamientos verticales. 

Deflections in Beams of Rectangular 
Cross Section with Parabolic 

Haunches Subjected to a Uniformly 
Distributed Load 

Abstract. This work shows the equations for a 
rectangular section beam with parabolic haunches 
subjected to a moment at each support and a uniformly 
distributed load taking into account the shear and 
bending deformations to obtain the rotations and the 
perpendicular displacements to the longitudinal axis at 
any point of the beam, which is the main contribution of 
this research. The current model considers only the 
bending deformations to obtain the rotations and the 
perpendicular displacements to the longitudinal axis of 
the beam. The methodology is developed under the 
concept that the integral of the moment is the slope or 
rotation and the second integration of the moment is 
the vertical displacement of the beam. Also, a 
comparison is made between the proposed model and 
the current model for beams fixed at both ends with 
respect to the maximum vertical displacement and its 
location on the beam. Results show that the proposed 
model is greater for beams fixed at both ends in the 
maximum vertical displacement with respect to the 
current model. Therefore, the proposed model is safer 
and more suitable with respect to the current model for 
structural analysis, since shear forces and bending 
moments are present in all structures and deformations 
due to bending and shear occur. 

Keywords. Rectangular beams, parabolic haunches, 
bending and shear deformations, rotations, 
vertical displacements. 
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1. Introducción 

La deformación de vigas de concreto 
reforzado y vigas de acero estructural es una 
medida importante de su rendimiento de servicio, 
ya que se requiere específicamente cumplir con 
los códigos de diseño actuales. Generalmente, 
las deformaciones de las vigas consisten en 
deformaciones por flexión y cortante. 

En ingeniería estructural, existen dos criterios 
de diseño para las vigas: la resistencia y la 
capacidad de servicio. 

Las principales publicaciones sobre vigas en 
voladizo no prismáticas son las de Lee [1], Dado 
y Al-Sadder [2], Borboni y De Santis [3], Banerjee 
et al. [4], Solano-Carrillo [5], Chen [6], Yau [7], 
Brojan et al. [8]. 

Algunos investigadores han estudiado el 
problema de la curva elástica para vigas de 
secciones prismáticas rectangulares 
simplemente apoyadas sometidas a una carga 
uniformemente distribuida y/o carga concentrada 
tomando en cuenta las deformaciones por flexión 
y cortante para obtener las deflexiones en 
cualquier lugar de la viga (rotaciones y 
desplazamientos perpendiculares al eje 
longitudinal) [9, 10]. 

Varios autores han desarrollado modelos 
matemáticos y ayudas de diseño para vigas 
rectangulares con cartelas rectas o cartelas 
parabólicas en los extremos para las vigas 
sometidas a una carga uniformemente distribuida 
o carga concentrada tomando en cuenta las 
deformaciones a flexión y cortante [11-18]. Estos 
documentos muestran los factores para los 
momentos de empotramiento, factores de 
arrastre o factores de transporte y factores 
de rigidez. 

Otros autores han presentado modelos 
óptimos para obtener las dimensiones y el acero 
de refuerzo longitudinal para vigas rectangulares 
con cartelas rectas o cartelas parabólicas bajo 
carga uniformemente distribuida o carga 
concentrada y momentos en los extremos [19, 
20]. Las revisiones de la literatura de las 
investigaciones desarrolladas y/o comparadas 
por software se muestran a continuación: 

Majumder y Kumar [21] analizaron la deflexión 
máxima de una viga simplemente apoyada bajo 
diferentes tipos de carga. 

Las cargas son: a) Carga concentrada en el 
centro de la viga; b) Carga uniformemente 
distribuida; c) Carga triangularmente distribuida. 
El análisis teórico se realizó mediante la Teoría 
de Euler-Bernoulli (solo considera las 
deformaciones por flexión) y se comparó con el 
software ANSYS 14.0. Al comparar los resultados 
numéricos con los obtenidos por el software 
ANSYS 14.0, se ha demostrado una excelente 
precisión del presente método. Si los resultados 
fueron más precisos entre la teoría de Euler-
Bernoulli y el software ANSYS 14.0 como se 
muestra en las conclusiones, entonces las 
deformaciones por cortante no se consideran en 
el software ANSYS 14.0. 

Debnath y Debnath [22] estudiaron la 
deflexión máxima para diferentes vigas de 
sección transversal rectangular uniforme, y los 
tipos de vigas son: a) Viga simplemente apoyada 
con una carga uniformemente distribuida; b) Viga 
simplemente apoyada con una carga 
concentrada en el centro; c) Viga en voladizo con 
carga uniformemente distribuida; d) Viga en 
voladizo con carga concentrada en el extremo. 

El cálculo teórico se realizó según la Teoría de 
Euler-Bernoulli (solo considera las 
deformaciones por flexión) y el análisis 
computacional se realizó con el software ANSYS 
14.0. Los datos considerados para todas las 
vigas son: L = 100 m, b = 10 m, h = 10 m, ν = 0.3, 
E = 2×107 N/m2, F = 500 N. Los elementos 
sólidos estudiados fueron 188, 189, 185 y 285. 

El resultado más preciso fue medido por el 
elemento sólido 189 seguido por el elemento 
sólido 188 y otros elementos sólidos. Si los 
resultados fueron precisos entre la teoría de 
Euler-Bernoulli y el software ANSYS 14.0, 
entonces las deformaciones por cortante se 
ignoran en el software ANSYS 14.0. 

Sihua et al. [23] presentaron el análisis no 
lineal para una viga de concreto reforzado con 
ayuda del software de análisis de elementos 
finitos ABAQUS. La viga es simplemente 
apoyada y tiene 1500 mm de largo; con una 
sección de 180×100 mm, la resistencia del 
concreto es C25, el refuerzo longitudinal y 
estribos adoptados HPB235 reforzados. 

En este análisis de vigas simplemente 
apoyadas, se ha introducido a fondo el modelo de 
plasticidad del daño del concreto en ABAQUS. 
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Finalmente, los resultados de la 
experimentación y el análisis ABAQUS se 
compararon en un diagrama, y la carga alcanzó 
la capacidad de 24 kN, el valor de deflexión en el 
centro de la longitud de la viga es de 10.521 mm 
de ABAQUS y 12.795 mm de prueba. 

Si se hubieran considerado las deformaciones 
de cortante en el software ABAQUS, los 
resultados del software ABAQUS estarían más 
cerca de la prueba experimental, porque estas 
deformaciones tienden a aumentar a las 
deformaciones totales para vigas. 

En este trabajo se presenta un modelo 
matemático de la curva elástica para vigas 
rectangulares con cartelas parabólicas bajo 
carga uniformemente distribuida y momentos en 
los extremos considerando las deformaciones 
por flexión y cortante (Teoría de Timoshenko) 
para obtener las rotaciones y desplazamientos en 
la viga, que es la parte principal de esta 

investigación. El modelo propuesto se muestra en 
tres partes para la viga de 0 ≤ x ≤ a, a ≤ x ≤ L – c 
y L – c ≤ x ≤ L. El modelo actual de la curva 
elástica para vigas rectangulares bajo carga 
uniformemente distribuida considera solo las 
deformaciones por flexión (Teoría de 
Euler- Bernoulli). 

2. Modelo propuesto 

La Figura 1 muestra la diferencia entre la 
teoría de Timoshenko y la teoría de Euler-
Bernoulli. La primera teoría incluye el efecto de 
los esfuerzos de flexión y cortante sobre la 
deformación (dy/dx = dyc/dx + dyf/dx), y la 
segunda teoría incluye el efecto de los esfuerzos 
de flexión en la deformación (dy/dx = dyf/dx) 
[24, 25]. 

La teoría de Timoshenko considera las 
deformaciones por flexión y cortante, esto es 
válido para los miembros cortos y largos. La 
ecuación de la curva elástica se presenta de la 
siguiente manera [24, 25]: 

������ = ������� + ������� , (1) 

	
�	�
 = − ����� − �����, (2) 

donde: G es el módulo de cortante, y es el 
desplazamiento total, yc es el desplazamiento por 
cortante debido a la fuerza cortante, yf es el 
desplazamiento por flexión debido al momento, 
Acx es el área de cortante, E es el módulo de 
elasticidad, Mz es el momento de flexión 
alrededor del eje Z, Iz es el momento de inercia 
alrededor del eje Z. 

Las rotaciones en cualquier parte de la viga 
por integración de la ecuación (2) se obtienen: 

���� = − � ����� 	� − � ��� � 	�. (3) 

En la Figura 2 se muestra la viga AB sometida 
a un momento en cada extremo y una carga 
uniformemente distribuida, así como su sección 
transversal rectangular teniendo en cuenta que el 
ancho “b” es constante y la altura “hx” es variable 
de forma parabólica en sus extremos y constante 
en la parte central. 

 

Fig. 1. Deformación de un elemento de viga 

 

Fig. 2. Viga sometida a un momento en cada extremo 
y una carga uniformemente distribuida 
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Los valores de las reacciones en los apoyos 
RA y RB se obtienen de las siguientes ecuaciones: 

!� = �"#$�#"% + �%
 , (4) 

!& = �%
 − �"#$�#"% . (5) 

El momento alrededor del eje Z a una 
distancia x es: 

�� = !�� − ���
 − ��&. (6) 

Sustituyendo la ecuación (6) en la ecuación. 
(3) se obtiene: 	�	�
= − ' ����� 	� − ( !�� − ���
 − ��&��� 	�. (7) 

La Tabla 1 muestra las ecuaciones de las 
alturas “hx(x)” a una distancia “x”, áreas de 
cortante “Acx(x)” a una distancia “x”, y el momento 
de inercia “Iz(x)” alrededor del eje “z” a una 
distancia “x” para cada intervalo. 

Sustituyendo las propiedades de la Tabla 1 en 
la ecuación (7) para cada intervalo, y resolviendo 
la integral se obtienen las rotaciones en cualquier 
lugar (dy/dx), y posteriormente se desarrolla la 
integral para obtener los desplazamientos en 
cualquier lugar de la viga (y). 

Las ecuaciones para el primer intervalo de 0 ≤ 
x ≤ a se muestra en las ecuaciones (8) y (9). Las 
ecuaciones para el segundo intervalo de a ≤ x ≤ 
L – c se muestra en las ecuaciones (10) y (11). 
Las ecuaciones para el tercer intervalo de L − c ≤ 
x ≤ L se muestra en las ecuaciones (12) y (13): 

	�	�= 12�, -.30122!�0 − �0
 − 2��&3 − �04ℎ16ℎ
1√ℎ1 8 �90: .120 − �30√ℎ1 8
− �0;<0
ℎ230 + �3 + 120 − �34= − 4!�0?ℎ16ℎ1<0
ℎ + 120 − �3
=
+ 0
22!�0 − �0
 − 2��&3<3120 − �34 + 50
ℎ20 − �3=16ℎ
<0
ℎ + 120 − �3
=
 A + 6�5�, - 0√ℎ1 �90: .120 − �30√ℎ1 8A+ BC, 

(8) 

� = 12�, -.04ℎ<�230 − �3 − 2!�= − 30122!�0 − �0
 − 2��&320 − �316ℎ
1√ℎ1 8 �90: .120 − �30√ℎ1 8
+ .�0;ℎ − 30
122!�0 − �0
 − 2��&332ℎ
1
 8 D:2ℎ
13
+ �0?2ℎ + 13 + 20;12!�� − �0� − ��&316ℎ1
<0
ℎ + 120 − �3
= A
+ 6�5�, -0
21 D: .0
ℎ + 120 − �3
0
ℎ 8
− 020 − �3√ℎ1 �90: .120 − �30√ℎ1 8A + BC� + B
, 

(9) 

	�	� = 12�, E��46ℎ4 − !��
2ℎ4 + ��&�ℎ4 F + 6�5�, G− �ℎH + B4, (10) 

� = 12�, E ��;24ℎ4 − !��46ℎ4 + ��&�
2ℎ4 F + 6�5�, E− �
2ℎF + B4� + B;, (11) 

	�	�= 12�, -.3IJ<2!�2K − I3 − �2K − I3
 − 2��&= − �I4ℎ16ℎ
J√ℎJ 8 �90: .J2K − � − I3I√ℎJ 8
+ I
<2!�2K − I3 − �2K − I3
 − 2��&=<5I
ℎ2K − � − I3 + 3J2K − � − I34=16ℎ
<I
ℎ + J2K − � − I3
=
− �I;LI
ℎ<32K − I3 + �= + J2K − � − I34M − 4!�I?ℎ16ℎJ<I
ℎ + J2K − � − I3
=
 A + 6�5�, - I√ℎJ �90: .J2K − � − I3I√ℎJ 8A+ BN, 

(12) 

�= 12�, -.I4ℎL�<32K − I3 − �= − 2!�M − 3IJ<2!�2K − I3 − �2K − I3
 − 2��&=2K − � − I316ℎ
J√ℎJ 8 �90:
+ .�I;ℎ − 3I
J<2!�2K − I3 − �2K − I3
 − 2��&=32ℎ
J
 8 D:2Iℎ
J3
+ �I;<I
ℎ + J2K − I3
= + 2I;J<!�� − �2K − I3� − ��&=16ℎJ
<I
ℎ + J2� − K + I3
= A
+ 6�5�, -I
2J D: .I
ℎ + J2K − � − I3
I
ℎ 8 − I2K − � − I3√ℎJ �90: .J2K − � − I3I√ℎJ 8A + BN� + B?. 

(13) 

Las seis condiciones conocidas que debe 
cumplir la viga para obtener las constantes de 
integración son: 

1) Sustituyendo la condición x = 0 e y = 0 en 
la ecuación (9). 

2) Sustituyendo la condición x = a en las 
ecuaciones (8) y (10), estas dos ecuaciones se 
igualan, porque las rotaciones “dy/dx” en este 
punto deben ser las mismas. 

Tabla 1. Propiedades de la sección rectangular con cartelas parabólicas 

Concepto Ecuaciones 
Intervalo 0 ≤ x ≤ a a ≤ x ≤ L – c L − c ≤ x ≤ L 

hx(x) 0
ℎ + 12� − 03
0
  
ℎ I
ℎ + J2� − K + I3
I
  

Acx(x) 5,<0
ℎ + 12� − 03
=60
  
5,ℎ6  

5,<I
ℎ + J2� − K + I3
=6I
  

Iz(x) ,<0
ℎ + 12� − 03
=4120?  
,ℎ412  

,<I
ℎ + J2� − K + I3
=412I?  
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3) Sustituyendo la condición x = a en las 
ecuaciones (9) y (11), estas dos ecuaciones se 
igualan, porque los desplazamientos “y” en este 
punto deben ser los mismos. 

4) Sustituyendo la condición x = L − c en las 
ecuaciones (10) y (12), estas dos ecuaciones se 
igualan, porque las rotaciones “dy/dx” en este 
punto deben ser las mismas. 

5) Sustituyendo la condición x = L − c en las 
ecuaciones (11) y (13), estas dos ecuaciones se 
igualan, porque los desplazamientos “y” en este 
punto deben ser los mismos. 

6) Sustituyendo la condición x = L e y = 0 en 
la ecuación (13). 

Ahora, sustituyendo las seis condiciones 
conocidas en las ecuaciones correspondientes, 
se generan seis ecuaciones para obtener las 
constantes de integración. 

Las constantes de integración se muestran 
a continuación: 

B
 = 12�, -.04ℎ22!� − 3�03 + 30
122!�0 − �0
 − 2��&316ℎ
1√ℎ1 8 �90: EO1ℎF
− �0;2ℎ + 13 − 2��&0
116ℎ1
2ℎ + 13− .�0;ℎ − 30
122!�0 − �0
 − 2��&332ℎ
1
 8 D:2ℎ
13A
+ 6�5�, - 0
√ℎ1 �90: EO1ℎF − 0
21 D: Pℎ + 1ℎ QA, 

(14) 

B; = 12�, -.04ℎ22!� − 3�03 + 30
122!�0 − �0
 − 2��&316ℎ
1√ℎ1 8 �90: EO1ℎF
− !�0423ℎ + 81324ℎ41 + �0;23ℎ + 21316ℎ41+ ��&0
23ℎ + 4138ℎ42ℎ + 13 A
+ 6�5�, - 0
√ℎ1 �90: EO1ℎF − 0
2ℎ − 0
21 D: Pℎ + 1ℎ QA, 

(15) 

B?= 12�, -!�<8J2K − I34 + 3I
ℎ2K − I3=24ℎ4J − �<2J
2K − I3; + 3I
ℎJ2K − I3
 + I;ℎ
=16ℎ4J
− ��&<4J2K − I3
 − I
ℎ=8ℎ4J − !�0423ℎ + 81324ℎ41 + �0;23ℎ + 21316ℎ41− .�I;ℎ − 3I
J<2!�2K − I3 − �2K − I3
 − 2��&=32ℎ
J
 8 D:2Iℎ
J3 + ��&0
23ℎ + 4138ℎ42ℎ + 13− .04ℎ23�0 − 2!�3 − 30
122!�0 − �0
 − 2��&316ℎ
1√ℎ1 8 �90: EO1ℎFA
+ 6�5�, -2K − I3
 − 0
2ℎ − 0
21 D: Pℎ + 1ℎ Q + 0
√ℎ1 �90: EO1ℎFA, 

(16) 

BN= 12�, -�L2ℎ + J32K − I3
<2J2K − I3
 + 3I
ℎ= + K
I
ℎ
M16Kℎ4J2ℎ + J3− !�L2ℎ + J32K − I3<8J2K − I3
 + 3I
ℎ= + 3KI
ℎ
M24Kℎ4J2ℎ + J3 − �0;23ℎ + 21316Kℎ41 + !�0423ℎ + 81324Kℎ41− ��&0
23ℎ + 4138Kℎ42ℎ + 13 + ��&L42ℎ + J32K − I3
 − I
ℎM8Kℎ42ℎ + J3+ .04ℎ23�0 − 2!�3 − 30
122!�0 − �0
 − 2��&316Kℎ
1√ℎ1 8 �90: EO1ℎF
+ .I4ℎL�22K − 3I3 − 2!�M + 3I
J<2!�2K − I3 − �2K − I3
 − 2��&=16Kℎ
J√ℎJ 8 �90: EOJℎFA
+ 6�5�, -0
 − 2K − I3
2Kℎ + 0
2K1 D: Pℎ + 1ℎ Q − I
2KJ D: Pℎ + Jℎ Q − 0
K√ℎ1 �90: EO1ℎF
+ I
K√ℎJ �90: EOJℎFA, 

(17) 

B4= 12�, -!�0423ℎ + 81324Kℎ41 + !�L2ℎ + J3<4J2K − I3
2K + 2I3 + 3I
ℎ2K + I3= − 3KI
ℎ
M24Kℎ4J2ℎ + J3− ��&0
23ℎ + 4138Kℎ42ℎ + 13 − �0;23ℎ + 21316Kℎ41− �L2ℎ + J32K − I3<2J2K − I3
2K + 3I3 + 3I
ℎ2K + 3I3= − 3K
I
ℎ
M48Kℎ4J2ℎ + J3− ��&<42ℎ + J32K
 − I
3 + I
ℎ=8Kℎ42ℎ + J3+ .04ℎ23�0 − 2!�3 − 30
122!�0 − �0
 − 2��&316Kℎ
1√ℎ1 8 �90: EO1ℎF
+ .I4ℎL�22K − 3I3 − 2!�M + 3I
J<2!�2K − I3 − �2K − I3
 − 2��&=16Kℎ
J√ℎJ 8 �90: EOJℎFA
+ 6�5�, -K
 + 0
 − I
2Kℎ + 0
2K1 D: Pℎ + 1ℎ Q − I
2KJ D: Pℎ + Jℎ Q − 0
K√ℎ1 �90: EO1ℎF
+ I
K√ℎJ �90: EOJℎFA, 

(18) 

BC= 12�, -!�<4J2K − I3
2K + 2I3 + 3I
ℎ2K + I3=24Kℎ4J− �2K − I3<2J2K − I3
2K + 3I3 + 3I
ℎ2K + 3I3=48Kℎ4J − ��&2K
 − I
32Kℎ4+ �0423ℎ + 21324K − 30348Kℎ41 − !�0
<6K2ℎ + 213 − 023ℎ + 813=24Kℎ41− ��&0<023ℎ + 413 − 8K2ℎ + 13=8Kℎ42ℎ + 13 + I
2�K
ℎ − 2!�Kℎ − 2��&J316Kℎ
J2ℎ + J3+ .04ℎ23�0 − 2!�3 − 30
122!�0 − �0
 − 2��&316Kℎ
1√ℎ1 8 �90: EO1ℎF
+ .I4ℎL�22K − 3I3 − 2!�M + 3I
J<2!�2K − I3 − �2K − I3
 − 2��&=16Kℎ
J√ℎJ 8 �90: EOJℎFA
+ 6�5�, -2K − 03
 − I
2Kℎ + 0
2K1 D: Pℎ + 1ℎ Q − I
2KJ D: Pℎ + Jℎ Q − 0
K√ℎ1 �90: EO1ℎF
+ I
K√ℎJ �90: EOJℎFA. 

(19) 

3. Verificación del modelo propuesto 

Una manera de verificar el modelo propuesto 
es como siguiente: 

1. Sustituyendo el valor de “MAB = 0, RA = 
wL/2, a = c, u = s y dy/dx = 0” para vigas de 
sección transversal rectangular simplemente 
apoyadas en la ecuación (10) se obtiene “x = L/2”, 
es decir, cuando la rotación es cero, se produce 
el desplazamiento máximo (viga simétrica). 

2. Sustituyendo el valor de "x = a" en la 
ecuación (8) y (10), los valores obtenidos de las 
dos ecuaciones son iguales, es decir, la 
continuidad está garantizada en este punto para 
las rotaciones. 

3. Sustituyendo el valor de "x = L − c" en la 
ecuación (10) y (12), los valores obtenidos de las 
dos ecuaciones son iguales, es decir, la 
continuidad está garantizada en este punto para 
las rotaciones. 

4. Sustituyendo el valor de “MAB = 0, RA = 
wL/2, a = 0, c = 0 y x = L/2” para vigas 
simplemente apoyadas de sección transversal 
rectangular constante en la ecuación (11) se 
obtiene el desplazamiento máximo “ymax = 
wL2(24Eh2 + 25GL2)/160bh3EG = 5wL4/384EI(1 + 
48EI/5GAsL2)”, presentada por Timoshenko y 
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Gere [24, 25], para sección transversal 
rectangular constante (las deformaciones por 
flexión y cortante se consideran). 

5. Sustituyendo el valor de “x = 0” en la 
ecuación (9) se obtiene el desplazamiento cero 
en el apoyo A. 

6. Sustituyendo el valor de “x = L” en la 
ecuación (13) se obtiene el desplazamiento cero 
en el apoyo B. 

7. Sustituyendo el valor de "x = a" en la 
ecuación (9) y (11), los valores obtenidos de las 
dos ecuaciones son iguales, es decir, la 
continuidad está garantizada en este punto para 
los desplazamientos. 

8. Sustituyendo el valor de "x = L − c" en la 
ecuación (11) y (13), los valores obtenidos de las 
dos ecuaciones son iguales, es decir, la 
continuidad está garantizada en este punto para 
los desplazamientos. 

9. Si se desprecian las deformaciones por 
cortante, las condiciones anteriores también se 
verifican y la flecha máxima para la condición de 
simetría es: “ymax = 5wL4/32bh3E = 5wL4/384EI”, 
para sección transversal constante (las 

deformaciones por flexión se 
consideran únicamente). 

10. Si se desprecian las deformaciones por 
cortante y el valor de “MAB = wL2/12, RA = wL/2 y 
a = c = 0” para vigas rectangulares con apoyos 
fijos en sus extremos de sección transversal 
constante se sustituyen en la ecuación (8) se 
obtiene “dy/dx = 0”, es decir, la rotación en el 
soporte A es cero. 

11. Si se desprecian las deformaciones por 
cortante y el valor de “MAB = wL2/12, RA = wL/2 y 
a = c = 0” para vigas rectangulares con apoyos 
fijos en sus extremos de sección transversal 
constante se sustituyen en la ecuación (12) se 
obtiene “dy/dx = 0”, es decir, la rotación en el 
soporte B es cero. 

Por lo tanto, el modelo propuesto en este 
artículo de la curva elástica para vigas de sección 
transversal rectangular con cartelas parabólicas 
bajo cargas uniformemente distribuidas y 
momentos en sus extremos considerando las 
deformaciones por flexión y cortante (teoría de 
Timoshenko) es válido. 

Tabla 2. Viga simplemente apoyada 

h/L c/L s/h Factores de las rotaciones en el apoyo A y en el apoyo B Factores del desplazamiento máximo y su ubicación a partir del apoyo A SAB SBA ε ρ 

MP MA MP/MA MP MA MP/MA MP MA MP/MA MP MA MP/MA 

0.1 a/L = 0.2; u/h = 1 

0.2 0.4 483.43 470.23 1.0281 -495.60 -481.86 1.0285 0.5009 0.5009 1.0000 -157.6912 -154.1430 1.0230 

0.6 482.88 469.70 1.0281 -490.16 -476.64 1.0284 0.5006 0.5006 1.0000 -157.4166 -153.8753 1.0230 

1.0 482.00 468.84 1.0281 -482.00 -468.84 1.0281 0.5000 0.5000 1.0000 -156.9742 -153.4447 1.0230 

1.5 481.16 468.02 1.0281 -474.85 -462.02 1.0278 0.4994 0.4994 1.0000 -156.5530 -153.0354 1.0230 

2.0 480.50 467.38 1.0281 -469.64 -457.07 1.0275 0.4990 0.4990 1.0000 -156.2247 -152.7170 1.0230 

a/L = 0.5; u/h = 1 

0.5 0.4 363.88 352.34 1.0328 -405.13 -392.52 1.0321 0.5117 0.5117 1.0000 -132.6755 -129.3991 1.0253 

0.6 357.01 345.56 1.0331 -381.10 -369.00 1.0328 0.5072 0.5072 1.0000 -129.1762 -125.9432 1.0257 

1.0 346.07 334.76 1.0338 -346.07 -334.76 1.0338 0.5000 0.5000 1.0000 -123.6656 -120.5061 1.0262 

1.5 335.80 324.64 1.0344 -316.45 -305.89 1.0345 0.4933 0.4932 1.0002 -118.5626 -115.4775 1.0267 

2.0 327.89 316.86 1.0348 -295.61 -285.61 1.0350 0.4881 0.4881 1.0000 -114.6835 -111.6594 1.0271 

0.2 a/L = 0.2; u/h = 1 

0.2 0.4 65.38 58.78 1.1123 -67.10 -60.23 1.1141 0.5010 0.5009 1.0002 -21.0419 -19.2679 1.0921 

0.6 65.31 58.71 1.1124 -66.34 -59.58 1.1135 0.5006 0.5006 1.0000 -21.0050 -19.2344 1.0921 

1.0 65.19 58.60 1.1125 -65.19 -58.60 1.1125 0.5000 0.5000 1.0000 -20.9454 -19.1806 1.0920 

1.5 65.07 58.50 1.1123 -64.17 -57.75 1.1112 0.4994 0.4994 0.9998 -20.8882 -19.1294 1.0919 

2.0 64.98 58.42 1.1123 -63.42 -57.13 1.1101 0.4990 0.4990 1.0000 -20.8435 -19.0896 1.0919 

a/L = 0.5; u/h = 1 

0.5 0.4 49.81 44.04 1.1310 -55.37 -49.07 1.1284 0.5115 0.5117 0.9996 -17.8131 -16.1749 1.1013 

0.6 48.92 43.19 1.1327 -52.18 -46.12 1.1314 0.5070 0.5072 0.9996 -17.3594 -15.7429 1.1027 

1.0 47.50 41.85 1.1350 -47.50 -41.85 1.1350 0.5000 0.5000 1.0000 -16.6430 -15.0633 1.1049 

1.5 46.16 40.58 1.1375 -43.52 -38.24 1.1381 0.4934 0.4932 1.0004 -15.9772 -14.4347 1.1069 

2.0 45.13 39.61 1.1394 -40.70 -35.70 1.1401 0.4882 0.4881 1.0002 -15.4695 -13.9574 1.1083 
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4. Resultados 

La Tabla 2 muestra la comparación de los dos 
modelos para obtener los factores para las 
rotaciones en los apoyos y los desplazamientos 
máximos para una viga simplemente apoyada, el 
modelo propuesto (MP) es el modelo matemático 
presentado en este trabajo tomando en cuenta 
las deformaciones por cortante y flexión, y el 
modelo actual (MA) considera únicamente las 
deformaciones por flexión. 

La Tabla 2 presenta para h = 0.1L y h = 0.2L. 
Estas comparaciones se realizan para G = 5E/12 
para concreto, a = 0.2L, 0.5L; u = h; c = 0.2L, 0.5L; 
s = 0.4h, 0.6h, h, 1.5h, 2h. 

dónde: ϴAB (rotación en el apoyo A) = SABwL/Eb; 
ϴBA (rotación en el apoyo B) = SBAwL/Eb; xAB 
(ubicación del momento máximo a partir del 
apoyo A) = εL; ymax (desplazamiento máximo) = 
ρwL/Eb. 

Tal como se muestra en la Tabla 2, los 
factores en las rotaciones para los apoyos “A” y 
“B” están influenciados por la altura “h”. 

A medida que aumenta la altura de las 
cartelas en el apoyo “B” se observa una 
disminución (valor absoluto) de estos factores 
para el mismo apoyo “B” y en el apoyo “A” se 
produce una disminución, esto es para los 
dos modelos. 

Además, los factores en los desplazamientos 
máximos están influenciados por la altura “h”. A 
medida que aumenta la altura de las cartelas en 
el apoyo “B” se observa una disminución de estos 
factores, esto es para los dos modelos. 

De acuerdo a los resultados, el modelo 
propuesto es mayor en todos los casos para las 
rotaciones en los apoyos y los desplazamientos 
máximos, y para los dos casos en h = 0.2L, donde 
la mayor diferencia es de 14.01% para la rotación 
en el apoyo “B”, y para los desplazamientos 
máximos es de 10.83%. 

Tabla 3. Viga empotrada en sus dos extremos 

h/L c/L s/h Factores de momentos de empotramiento y reacciones en el 
apoyo A 

Factores del desplazamiento máximo y su ubicación a partir del 
apoyo A 

mAB TAB ε ρ 

MP MA MP/MA MP MA MP/MA MP MA MP/MA MP MA MP/MA 

0.1 a/L = 0.2; u/h = 1 

0.2 0.4 0.1020 0.1022 0.9980 0.5177 0.5181 0.9992 0.5159 0.5174 0.9971 -23.0340 -19.4949 1.1815 

0.6 0.0994 0.0995 0.9990 0.5106 0.5108 0.9996 0.5096 0.5106 0.9980 -21.8765 -18.3382 1.1929 

1.0 0.0955 0.0955 1.0000 0.5000 0.5000 1.0000 0.5000 0.5000 1.0000 -20.2782 -16.7487 1.2107 

1.5 0.0923 0.0922 1.0011 0.4910 0.4908 1.0004 0.4915 0.4906 1.0018 -18.8692 -15.3540 1.2289 

2.0 0.0900 0.0899 1.0011 0.4846 0.4843 1.0006 0.4853 0.4837 1.0033 -17.9613 -14.3894 1.2482 

a/L = 0.5; u/h = 1 

0.5 0.4 0.1167 0.1171 0.9966 0.5352 0.5360 0.9985 0.5268 0.5293 0.9953 -17.5394 -14.2959 1.2269 

0.6 0.1113 0.1116 0.9973 0.5221 0.5227 0.9989 0.5166 0.5184 0.9965 -16.0968 -12.9248 1.2454 

1.0 0.1025 0.1025 1.0000 0.5000 0.5000 1.0000 0.5000 0.5000 1.0000 -13.8806 -10.7211 1.2947 

1.5 0.0941 0.0937 1.0043 0.4782 0.4774 1.0017 0.4840 0.4819 1.0044 -11.9922 -8.9222 1.3441 

2.0 0.0877 0.0870 1.0080 0.4610 0.4595 1.0033 0.4713 0.4672 1.0088 -10.6353 -7.6098 1.3976 

0.2 a/L = 0.2; u/h = 1 

0.2 0.4 0.1016 0.1022 0.9941 0.5169 0.5181 0.9977 0.5126 0.5174 0.9907 -4.2076 -2.4369 1.7266 

0.6 0.0992 0.0995 0.9970 0.5102 0.5108 0.9988 0.5077 0.5106 0.9943 -4.0618 -2.2923 1.7719 

1.0 0.0955 0.0955 1.0000 0.5000 0.5000 1.0000 0.5000 0.5000 1.0000 -3.8583 -2.0936 1.8429 

1.5 0.0925 0.0922 1.0033 0.4913 0.4908 1.0010 0.4933 0.4906 1.0055 -3.6684 -1.9193 1.9113 

2.0 0.0903 0.0899 1.0044 0.4852 0.4843 1.0019 0.4885 0.4837 1.0099 -3.5590 -1.7987 1.9787 

a/L = 0.5; u/h = 1 

0.5 0.4 0.1156 0.1171 0.9872 0.5333 0.5360 0.9950 0.5217 0.5293 0.9856 -3.4339 -1.7870 1.9216 

0.6 0.1106 0.1116 0.9910 0.5208 0.5227 0.9964 0.5133 0.5183 0.9904 -3.2280 -1.6097 2.0053 

1.0 0.1025 0.1025 1.0000 0.5000 0.5000 1.0000 0.5000 0.5000 1.0000 -2.9199 -1.3401 2.1789 

1.5 0.0948 0.0937 1.0117 0.4797 0.4774 1.0048 0.4876 0.4819 1.0118 -2.6590 -1.1153 2.3841 

2.0 0.0891 0.0870 1.0241 0.4640 0.4595 1.0098 0.4783 0.4672 1.0238 -2.4646 -0.9512 2.5910 
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La Tabla 3 presenta la comparación de los dos 
modelos para encontrar los factores de los 

momentos y reacciones en el apoyo A y los 
desplazamientos máximos para una viga 

 

Fig. 3. Deflexiones en vigas simplemente apoyadas para a = 0.2L, c = 0.2L y u = h 

 

Fig. 4. Deflexiones en vigas empotradas en sus extremos para a = 0.2L, c = 0.2L y u = h 
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empotrada en ambos extremos. La Tabla 3 
presenta h = 0.1L y h = 0.2L. Estas 
comparaciones se realizan para G = 5E/12 para 
concreto, a = 0.2L, a = 0.5L; u/h = 1.0; c = 0.2L, 
0.5L; s = 0.4h, 0.6h, h, 1.5h, 2h. 

La Tabla 3 se obtienen sustituyendo G = 
5E/12; a = 0.2L, 0.5L; u = h; c = 0.2L, c = 0.5L; s 
= 0.4h, 0.6h, h, 1.5h, 2h; h = 0.1L, 0.2L; x = 0 en 
la ecuación (8) y x = L en la ecuación (12) y estas 
ecuaciones se hacen iguales a cero. 
Posteriormente, estas dos ecuaciones se 
resuelven para obtener el momento de 
empotramiento en el apoyo “A” “MAB = mABwL2” y 
la reacción en el apoyo “A” “RA = TABwL”. El 
momento de empotramiento en el apoyo “B” “MBA 
= mBAwL2” y la reacción en el apoyo “B” “RB = TBAwL” se obtienen por equilibrio estático. 

dónde: MAB (momento de empotramiento en el 
apoyo A) = mABwL2; RAB (reacción en el apoyo A) 
= TABwL. 

Tal como se presenta en la Tabla 3, los 
factores para los momentos y reacciones en el 
apoyo “A” están influenciados por la altura “h”. A 
medida que se aumenta la altura de las cartelas 
en el apoyo “B” se observa una disminución de 
estos factores para el apoyo “A” en ambos 
factores, esto es para los dos modelos. Además, 
los factores en los desplazamientos máximos 
están influenciados por la altura “h”. 

A medida que se aumenta la altura de las 
cartelas en el apoyo “B” se observa una 
disminución (valor absoluto) de estos factores, 
esto es para los dos modelos. De acuerdo a los 
resultados, el modelo propuesto para los 
momentos y para las reacciones en el apoyo “A” 
es menor en s = 0.4h, 0.6h; igual en s = h; y mayor 
en s = 1.5h, 2h, y los desplazamientos máximos 
son mayores, y para los dos casos en h = 0.2L, 
donde la mayor diferencia es de 2.41 % para los 
momentos, para las reacciones en el apoyo “A” 
es de 1.0098 veces el modelo propuesto con 
respecto al modelo actual, y para los 
desplazamientos máximos es de 2.5910 veces el 
modelo propuesto con respecto al modelo actual. 

La Figura 3 muestra la curva elástica para una 
viga rectangular simplemente apoyada con 
cartelas parabólicas bajo carga uniformemente 
distribuida para valores de G = 5E/12; a = 0.2L; u 
= h; c = 0.2L; s = 0.4h, 0.6h, h, 1.5h, 2h; h = 0.1L, 

0.2L por el modelo propuesto “MP” y el modelo 
actual “MA”. 

La Figura 4 muestra la curva elástica para una 
viga rectangular empotrada en sus extremos con 
cartelas parabólicas bajo carga uniformemente 
distribuida para valores de G = 5E/12; a = 0.2L; u 
= h; c = 0.2L; s = 0.4h, 0.6h, h, 1.5h, 2h; h = 0.1L, 
0.2L por el modelo propuesto “MP” y el modelo 
actual “MA”. 

Figura 4. Deflexiones en vigas empotradas en 
sus extremos para a = 0.2L, c = 0.2L y u = h 
Los valores de la curva elástica (deflexiones) 

para la viga simplemente apoyada es mayor para 
el modelo propuesto con respecto al modelo 
actual para h = 0.1L y h = 0.2L, y los valores 
mayores se presentan para h = 0.1L (ver Figura 
3). Para la viga empotrada en ambos extremos es 
mayor para el modelo propuesto con respecto al 
modelo actual para h = 0.1L y h = 0.2L, y los 
valores mayores son para h = 0.1L (ver Figura 4). 

5 Conclusiones 

El modelo propuesto para obtener las 
rotaciones y los desplazamientos en cualquier 
lugar de la viga de sección transversal 
rectangular con cartelas parabólicas bajo una 
carga uniformemente distribuida y momentos en 
los extremos considerando las deformaciones 
por flexión y cortante (teoría de Timoshenko) ha 
sido desarrollado para el caso general. 

La técnica matemática presentada en esta 
investigación es adecuada para encontrar las 
rotaciones y las deflexiones en cualquier lugar de 
la viga sometida a una carga uniformemente 
distribuida y cualquier tipo de momentos 
aplicados en sus extremos, debido a que se 
muestran las fórmulas matemáticas de la 
curva elástica. 

Las principales conclusiones son: 
1 El modelo actual no está influenciado por la 

relación “h/L” para las vigas empotradas en 
sus extremos para los momentos y 
reacciones en el apoyo “A”, y la ubicación de 
los desplazamientos máximos, y también 
para las vigas simplemente apoyadas en la 
ubicación de los desplazamientos máximos. 

2 La mayor diferencia se presenta en “h = 
0.20L” con respecto a “h = 0.10L”, es decir, a 
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mayor relación de “h/L” aparece mayor 
diferencia para las vigas simplemente 
apoyadas en las rotaciones para los apoyos 
“A” y “B”, y los desplazamientos máximos, y 
para las vigas empotradas en ambos 
extremos para los momentos y reacciones en 
el apoyo “A”, y los 
desplazamientos  máximos. 

3 El modelo propuesto para las vigas 
simplemente apoyadas es mayor en todos 
los casos para las rotaciones en los apoyos y 
para los desplazamientos máximos con 
respecto al modelo actual. 

4 El modelo propuesto para las vigas 
empotradas en ambos extremos es menor en 
s = 0.4h, 0.6h; igual en s = h; y mayor en s = 
1.5h, 2h para los momentos y para las 
reacciones en el apoyo “A”, y para los 
desplazamientos máximos son mayores con 
respecto al modelo actual. 

5 Los factores de los momentos de 
empotramiento se pueden verificar en el 
documento propuesto por Velázquez-
Santillán [13]. 

Los desplazamientos máximos por el modelo 
propuesto (las deformaciones por flexión y 
cortante se consideran) son mayores para las 
vigas simplemente apoyadas, y para las vigas 
empotradas en ambos extremos respecto al 
modelo actual (las deformaciones por flexión 
se consideran). 

Por lo tanto, las deflexiones máximas que 
actúan sobre las vigas del modelo propuesto en 
este trabajo deben compararse con las 
deflexiones máximas permitidas por los códigos 
de construcción, porque en algunas condiciones 
podría ser que no cumpla con los estándares 
establecidos por los códigos de construcción. 

Entonces, el modelo propuesto es más 
apropiado y seguro con respecto al modelo actual 
para el análisis estructural, debido a que los 
esfuerzos cortantes y los momentos flectores 
están presentes en cualquier tipo de estructura y 
aparecen deformaciones por flexión y cortante. 

Las sugerencias para futuras investigaciones 
pueden ser: 1) Cuando la carga aplicada es 
diferente a una carga uniformemente distribuida; 
2) Cuando la sección transversal de la viga sea 
diferente a una rectangular. 
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Abstract. Today, the classification of hate speech in 
Arabic tweets has garnered significant attention from 
scholars worldwide. Although numerous classification 
approaches proposed in response to this interest, two 
primary challenges persist are reliance on handcrafted 
features and limited performance rates. This paper 
addresses the task of identifying Arabic hate speech on 
Twitter, aiming to deepen insights into the efficacy of 
novel machine-learning techniques. Specifically, we 
compare the performance of traditional machine 
learning-based approaches with state-of-the-art pre-
trained language models based on Transfer Learning, as 
well as deep learning models. Our experiments, 
conducted on a benchmark dataset using a standard 
evaluation scenario, reveal several key findings. Firstly, 
multidialectal pre-trained language models demonstrate 
superior performance compared to monolingual and 
multilingual variants. Secondly, fine-tuning the pre-
trained large language models significantly enhances 
the accuracy of hate speech classification in Arabic 
tweets. Our primary contribution lies in achieving 
promising results for the corresponding task through the 
application of multidialectal pre-trained language models 
trained on Twitter data. 

Keywords. Arabic hate speech detection, fine-tuning, 
transfer learning, AraBERT. 

1. Introduction 

Nowadays, hate speech has garnered significant 
attention from scholars worldwide. Originally, this 
form of content was shared via conventional 
media outlets. 

However, the global availability of the Internet, 
facilitated by social media like Twitter, YouTube, 
and Facebook, has led to an exponential increase 
in users expressing their opinions and sharing 
posts. Regrettably, these posts can occasionally 
exert adverse psychological impacts on social 
media users, with extreme cases even resulting in 
instances of suicide [2]. The proliferation of 
unregulated text on social media represents a 
concerning phenomenon, particularly when such 
content contains hate speech. The European 
Union has adopted a legislative approach to 
address this issue. 

Specifically, the Commission of the European 
Union has exerted pressure on numerous social 
media platforms to adopt a hate speech code. As 
part of this code, platforms have committed to 
reviewing the 'notifications for elimination of hate 
speech' within a 24-hour and facilitating direct 
notification to law enforcement agencies. 

However, fulfilling this pledge proves 
challenging owing to the missed of clarity regarding 
the precise scope of hate speech, stemming from 
inadequate data collection and systematic 
reporting mechanisms. 

Consequently, platforms often rely on their user 
communities to identify and report instances of 
hateful speech. 

This task poses significant complexity for social 
media platforms. Given the vast volume of data 
shared daily, coupled with the absence of efficient 
automated systems, the community of natural 
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language processing is motivated to undertake 
research into hate speech detection. 

Additionally, there are a significant demand for 
study focused on language than English [3]. 
Today, researchers are leveraging Twitter data to 
propose various approaches for Arabic hate 
speech classification. 

However, two primary challenges persist 
reliance on handcrafted features and limited 
performance rates. Automatic classification of 
Arabic hate speech using conventional learning 
algorithms like Support Vector Machine (SVM), 
and Naïve Bayes (NB) has demonstrated 
acceptable results.  

Nevertheless, they rely on handcrafted features 
derived using pre-defined methods like Term 
Frequency-Inverse Document Frequency (TF-
IDF), Bag of Word (BoW), and Term Frequency 
(TF). Recently, Gated Recurrent Unit (GRU), Long 
Short-Term Memory (LSTM), and Convolution 
Neural Network (CNN) have already shown 
promising results. However, they depend on some 
pre-defined word embedding models like 
AraBERT, Mazajk, and AraVec. 

This paper offers a comparative examination of 
various machine-learning methodologies for the 
classification of Arabic hate speech on Twitter. We 
evaluate the classification models using a 
benchmark dataset that contains tweets annotated 
for hate speech classification. 

The major contributions of this work are briefly 
noted as follows: 

− We evaluate three suggested DL-based 
approaches (Bi-LSTM, LSTM, and CNN) along 
with traditional machine learning models (SVM 
and NB).  

− We compare the accuracy results of the recent 
pre-trained language model utilizing 
transformer mechanisms. Including multi-
lingual ones (XLM and BERT), a mono-lingual 
model (AraBERT), and a multi-dialectal model 
(AraBERT-Twitter). 

− We compare the performance of the 
transformers-based model with our baseline. 

The rest of this manuscript is structured as 
follows. Section 2 presents the related works. In 
Section 3, we discuss the data and methodology. 
In Section 4, we focus on the experiments and 

evaluation results. In Section 5, we discuss our 
main contribution. In Section 6, we conclude 
the paper. 

2. Related Works 

The emergence of the Twitter platform has 
encouraged a multitude of research avenues 
including topic detection [4], organization detection 
[5, 6], and bot detection [6, 7]. Thanks to their 
importance, Arabic hate speech classification has 
garnered significant attention from 
scholars worldwide. 

Numerous methods and systems have been 
suggested to tackle this challenging classification 
task. They follow two major approaches: a 
traditional based approach and a deep learning-
based approach. 

2.1 Traditional Approaches 

In this scenario, conventional classification 
methods depend on feature engineering, wherein 
texts are transformed into feature vectors before 
classification using standard algorithms like SVM 
and NB. Examples of conventional approaches are 
outlined briefly. The authors in [8] underscore the 
significance of utilizing datasets from multiple 
platforms to enhance the generalizability of the 
classifier in detecting offensive language. 

They experimented with SVM and TF-IDF, and 
achieved F1 score of 84%. Besides, authors in [9] 
explore the influence of preprocessing steps on 
offensive language and hate speech classification. 
They demonstrate that thorough preprocessing 
techniques have notable effects on detection rates. 

The best experimental outcomes were achieved 
using SVM and BoW, attaining F1 scores of 95% 

Table 1. Overview of our interested dataset 

Parameters Value 

Tweet counts 11634 

Words Counts 138.3 K 

Unique words 37.9 K 

Average words per tweet 11.9 
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and 89% for hate speech and offensive 
language, respectively. 

Likewise, authors in [10] use the Arabert 
embedding with Deep Forest, the best 
experimental results showed acceptable macro-
averaged and weighted-average F1-score results 
of 63% and 80%, respectively. 

Furthermore, authors in [11] employ BoW and 
TF-IDF to categorize tweets as offensive or 
normal. Their findings indicate that ensemble 
classifier (Bagging) outperforms single classifier, 
achieving F1 score of 0.88. In similar work, the 
authors in [12] categorize tweets into those of 
normal, hate, and abusive. 

They utilize NB and SVM classifiers with 
trigrams, bigrams, and unigrams. The best 
experimental outcomes are achieved with NB, 
resulting F1 score of 0.896 and 0.744% for 
(abusive and hate vs. normal) and (normal vs. hate 
vs. abusive) tasks, respectively. 

In a distinct approach, researchers in [13] use 
Social Graph, tweet-based and profile features to 
differentiate non-abusive Twitter accounts from 
abusive ones. The best-achieved F1 score was 
85% using the NB classifier. 

2.2 Deep Learning Approaches 

In this context, these methodologies utilize a neural 
network capable of automatically learning 
representations of input tweet texts by varying the 
level of the abstraction. These learned 
representations are then leveraged to execute the 
classification task. Commonly employed 
embedding models include Mazajk and AraVec. 

The prevailing DL architectures utilized for 
Arabic hate speech classification encompass 

BERT, LSTM, and GRU.  Below, we briefly outline 
some examples of DL approaches. Authors in [14] 
categorize tweets into religious, general-hate, 
racial, sexism, or normal. 

They employ an embedding layer randomly 
initialized to learn the word embedding from the 
training data. The best experimental outcomes are 
achieved using the Hybrid CNN-LSTM model, 
resulting in an F1 score of 73%. In a similar study, 
the authors in [15] evaluate two AraVec models to 
categorize tweets into normal and hateful. The 
experiment with Hybrid CNN-LSTM achieved F1 
score results of 71.68%. 

Likewise, authors in [16] explore the influence 
of word embedding and neural networks on the 
performance rates across various classification 
tasks. They train multiple embedding models and 
subsequently employ these models to train several 
neural networks for different classification task. 

The best experimental outcomes are observed 
with Skip-gram and CNN, resulting in F1 scores of 
70.80%, 75.16%, and 87.22% for the 6-class, 3-
class, and 2-class classifications, respectively. 
Besides, the authors in [18] use ensemble CNN 
and Bidirectional LSTM (BiLSTM) classifiers based 
on the AraBERT. The best outcome is obtained 
using the average-based ensemble approach, 
yielded F1 score of 80.23%(BiLSTMs), 84.01% 
(CNNs), and 91.12% (CNNs) for 6 class, 3 class, 
and binary classification tasks, respectively. 

In a similar, authors in [17] use AraVec and 
AraBERT to categorize tweets as being normal, 
abusive, or hateful. The best performance was 
achieved using CNN, yielding F1 score of 0.721. In 
a similar, the authors in [19] use CNN with 
Multilingual BERT embedding model, yielding F1 
score of 75.51%, 78.9%, and 87.03% for 6 class, 3 
class, and binary classification tasks, respectively. 

Furthermore, authors in [20] utilize a 
bidirectional GRU enhanced by an attention layer 
alongside the AraVec to identify offensive 
language and hate speech. Moreover, they 
examine the effect of different oversampling 
techniques and pre-processing techniques on the 
performance results. 

The best outcomes consist of F1 score results 
of 0.859% and 0.75 for offensive and hate 
speech, respectively. 

In a distinct strategy, researchers in [21] fine-
tune the pre-trained AraBERT [47] for classifying 

Table 2. Optimized values of hyperparameters explored 
in DL models 

Parameters CNN LSTM BiLSTM 

Size 100 75 75 

Dropout 0.25 0.25 0.5 

Activation tanh relu relu 

Optimizer Adam Adam Adam 

Batch size 8 32 64 

Learning rate 0.01 0.002 0.002 
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tweets being offensive, vulgar, hate speech, or 
clean. They achieved an F1 score result of 83.2%. 

2.3 Gaps and Contributions 

After reviewing the current studies, we can realize 
that some current pre-trained language models 
have not yet been evaluated for hate speech 
classification from Arabic tweets. Moreover, there 
is no existing study where Monolingual, 
Multilanguage, and Multidialectal pre-trained 
language models based on transformers are 
compared to demonstrate their validity for 
classifying Arabic hate speech. In this work, we 
rely on transfer learning models due to their 
major advantages: 

They can capture long-term dependency in 
language, while it does not need a large dataset. 
Additionally, we conduct a comparative analysis 
between deep learning approaches and 
conventional approaches as our baselines. 

3. Data and Methodology 

2.4 Dataset Description 

The dataset used in this paper was published in 
[14]. The basic characteristics of the corresponding 
dataset are presented in Table. 1. The tweets were 
collected using a curated list of hashtags known to 
elicit hateful content on Twitter. Subsequently, the 
retrieved tweets were manually annotated. The 
racial hate speech class constitutes a minor subset 
of the tweets, whereas the majority belong to the 
non-hate class. 

2.5 Features Representation 

The efficacy of a classification system depends on 
how it represents the text. Specifically, for tasks 
such as tweet classification, it is essential to 
convert the tweet's textual content into an 
appropriate representation for learning a classifier. 

Hence, in this work, we adopt three distinct 
representations, which are outlined briefly below. 
The Bag of Words (BoW) [22] method stands as 
one of the foremost techniques employed for 

information retrieval. BoW centers on counting the 
occurrences of words within a given text corpus. 

This approach generates a vocabulary 
comprising unique words found across all tweets 
and utilizes these as feature vectors to indicate the 
absence or presence of such words within the 
vocabulary. Term Frequency Inverse Document 
Frequency (TF–IDF) weighting scheme that 
combines Inverse Document Frequency (IDF) with 
Term Frequency (TF). 

This technique is commonly used for Text 
Mining and Information Retrieval, which converts 
the tweet to a matrix of integer producing sparse 
matrices of the counts [23]. Word Embedding (WE) 
[24, 25] stands as an effective technique that has 
seen considerable success in recent years. A 
feature vectors space consists of unsupervised 
word embedding vectors. 

These vectors represent the semantic spaces 
of each word in a real-valued space. Word 
embedding vectors offer a dense representation of 
word meaning, where the word is characterized as 
a real-valued features vector. Word embedding 
models can be produced using static pre-trained 
models like word2vec [25], GloVe [26], and 
fastText [27], or by employing contextual pre-
trained embedding models like BERT [28]. 

Table 3. Optimized hyperparameter for the pre-trained 
language models (E=Epochs, BS=Batch Size, 
LR=Learning Rate) 

Model E BS LR 

xlm-roberta-base 10 16 3e-5 

xlm-roberta-large 5 64 1e-5 

bert-base-arabic 3 8 4e-5 

bert-large-arabic 2 16 1e-5 

bert-base-arabert 4 8 2e-5 

bert-large-arabert 5 8 1e-5 

base-multilingual-cased 5 8 1e-5 

multi-dialect-bert-base-
arabic 

4 8 3e-5 

albert-base-arabic 3 8 2e-5 

albert-large-arabic 3 8 1e-5 

base-arabertv02-twitter 4 16 1e-5 

large-arabertv02-twitter 2 16 1e-5 
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2.6 Model Description 

This subsection presents the classification models. 
We outline the conventional learning systems, the 
deep learning architectures, and the transfer 
learning models we have used. 

Traditional machine learning. We evaluate two 
models most commonly used the Multinomial 
Naïve Bayes and Support Vector Machine, which 
predict classes based on a combination 
of features. 

Support Vector Machine (SVM) [29] most well-
known classifiers since it is highly accurate and 
effective in text classification. This classifier offers 
the advantage of typically performing well even 
when trained with a limited amount of data [30]. For 
the hyperparameter optimization, we experiment 
with various values: 'C' = [1, 0.01, 10, 0.1], 
'class_weight' = [balanced, None], 'penalty' = [l2, 
l1]. Following the optimization, we utilize the linear 
SVM classifier with its default configuration. 

Multinomial Naïve Bayes (MNB) [31] is one of 
the most well-known classifiers since it is highly 
accurate and effective in text classification. 

It operates by considering the frequency of 
such word to generate in a multinomial fashion the 
data distribution. For the hyper-parameter 
optimization, we evaluate the values of: 'Alpha' = 
[0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1] 
and 'fit_prior' = [True, False].  After optimization, 
the default parameters of the classifier were used. 
To derive feature vectors for inclusion for such 
classifiers, we utilize the three types of tweet 

representation previously discussed (i.e. Word 
Embedding, TF-IDF, and BoW). 

Deep Learning. The deep learning methods 
explored in this study are briefly described in the 
following. Convolution Neural Network (CNN) 
stands as the most effective neural network model, 
offering an alternative approach to traditional 
feedforward neural networks. In CNN architecture, 
different layers are sparsely connected, linking a 
local region of an input layer with neurons in the 
subsequent layer. 

The work by [32] was the first that applied CNN 
to text classification, wherein words are 
transformed into numerical values via word 
embedding. A 2-dimensional matrix is formed from 
the tweet text, where each row is a word vector in 
that tweet. The typical CNN architecture 
encompasses several stages, including a fully 
connected layer, a pooling layer, and a 
convolutional layer. 

Recurrent Neural Network (RNN) [33] is 
another class of neural network to address the 
challenge of sequential learning faced by the 
conventional neural network. The connections 
among nodes construct the directed graph over the 
temporal sequences, enabling the model to 
highlight the dynamic temporal behaviors. 

Long Short-Term Memory (LSTM) represents 
the most widely recognized variant, as introduced 
by [34], and trained via backpropagation through 
time.  LSTM networks are equipped with memory 
blocks, enabling them to learn the temporal 
sequence and their long-terms dependency 
effectively. On the other hand, Bi-directional Long 
Short-Terms Memory (BiLSTMs) facilitate the two-
way information flow. This architecture involves 
training two LSTM network simultaneously, one for 
the forward and one for the reverse direction [35]. 

In this scenario, we use word embedding as a 
feature representation. We particularly use Aravec 
[36], which consists of 300-dimensional vectors for 
each word. 

Transfer Learning. In this scenario, the process is 
to adjust a pre-trained language model to a new 
dataset through the transfer of the 
learned features. In other words, a technique to 
improve learning of a new task by transferring 
knowledge from the learned task [37]. 

Table 4. F1 score results of both traditional and 
DL classifiers 

Model Macro Weighted 

NB-BoW 43.47 70.98 

SVM-BoW 48.77 73.07 

NB-TF_IDF 28.68 65.02 

SVM-TF_IDF 48.29 72.88 

NB-AraVec 22.97 61.52 

SVM- AraVec 38.78 63.29 

CNN-AraVec 50.49 73.57 

LSTM-AraVec 49.72 73.26 

BiLSTM-AraVec 51.54 74.13 
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The transformer operates as an attention 
mechanism, enabling the learning of contextual 
relationships between words within a text. It 
includes two primary components: the encoder, 
which processes the textual input; and the decoder 
generates estimates for the corresponding 
task [38]. 

Unlike directional models that sequentially 
process textual input (e.g., right-to-left or left-to-
right), the encoder of the transformer 
simultaneously processes the entire sequence. 

This approach enables model to capture the 
word context based on their surrounding context as 
a whole. The authors in [38] achieved an 
enhancement in the translation task with the use of 
the attention mechanism avoiding relying on 
RNN, paving the way for additional 
transformer architectures. 

Bidirectional Encoder Representations from 
Transformers (BERT) is the first transformer-based 
language model introduced by Google. The model 
is pre-trained on large unsupervised text data 
based on two self-supervision tasks: 

Masked Language Modeling and Next 
Sentence Prediction. In the first task, 
approximately 0.15 of the words in such sentences 
were masked at random, and the model forecast 
the masked words. 

The second task involves the classification of 
two sentences, wherein the model was tasked with 
discerning the original orders between the two 
sentences, thereby enhancing document-
levels understanding. 

Alternatively, the authors in [39] proposed a 
cross-lingual language model refer as XLM, 
improving BERT while attaining remarkable 
achievements across different machine translation 
and cross-lingual classification tasks. 

Unlike BERT, which is not adjusted for multi-
lingual tasks due to limited shared vocabulary 
across languages, XLM tackles this challenge by 
processing all languages using a shared 
vocabulary generated based on a preprocessing 
method called Byte Pair Encoding [40, 41]. 
Additionally, XLM uses the dual-language training 
mechanism alongside BERT so as to learn inter-
language word relationship effectively. 

3 Experiment and Evaluation 

This section outlines the experimental procedures 
and the evaluation conducted to assess the 
efficacy of the pre-trained language model. By 
conducting experiments on a recently established 
benchmark Twitter dataset, aiming to address 
these research questions: 

− RQ1: Can a multi-dialectal pre-trained 
language model, based on Twitter data, 
improve hate speech detection accuracy in 
Arabic tweets? 

− RQ2: Does fine-tuning a pre-trained language 
model enhance hate speech detection 
accuracy in Arabic tweets? 

First, we present the pre-processing step we 
have applied to the chosen datasets as well as the 
hyperparameters used for DL architectures and 
transfer learning models. Then, we discuss the 
evaluation metrics and finally present the achieved 
performance results. 

3.1 Tweet Preprocessing 

The preprocessing stage plays a pivotal role in 
natural language processing systems, particularly 

Table 5. F1 score results of pre-trained language 
models before fine-tuning 

Model Macro Weighted 

xlm-roberta-base 31.64 67.13 

xlm-roberta-large 29.03 65.99 

bert-base-arabic 51.90 74.96 

bert-large-arabic 52.54 74.82 

bert-base-arabert 54.06 75.74 

bert-large-arabert 53.98 75.22 
base-multilingual-
cased 

47.12 72.57 

multi-dialect-bert-
base-arabic 

63.38 80.85 

albert-base-arabic 57.75 78.10 

albert-large-arabic 59.27 78.59 
base-arabertv02-
twitter 

57.23 77.84 

large-arabertv02-
twitter 

64.07 80.82 
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in text classification [42]. They contain elongated 
words, hashtags, user mentions, and expressions 
that make tokenization difficult. To mitigate these 
challenges, we implement the following steps: 

− Removing tweet features: This involves 
eliminating user URLs, mentions '@', hashtag 
symbols '#', punctuation, the word "RT", 
special characters (emoticons), and 
numerical characters. 

− Removing non-Arabic letters, Arabic stop 
words, diacritics and new lines. 

− Eliminating repeated characters: like (مرحباااااا) 
which means "Helloooooo", to be (مرحبا), 
which is "Hello". 

− Arabic letters standardization: 

− The letter (Taa Marbouta) (ة), which can be 
mistaken and written as (ه), we standardize 
it to (ه). 

− The Letter (Alef) (أ), which has the 
following forms ( أ-إ-آ-ا ), all the four letters 
were standardized into (ا). 

− The Arabic dash that is used for expanding 
words like in (مرحبـــــا) to be (مرحبا). 

− The Letter (Alef Maqsora) (ى) has been 
standardized to (ي). 

3.2  Hyperparameter Optimization for DL 
Models 

The DL architectures evaluated in this work contain 
numerous hyperparameter, which necessitate 
estimation to achieve optimal results. To achieve 
this, we used the performance of a validation 
dataset to select the most suitable hyperparameter 
for the test dataset. For the hyperparameter 
optimization, we conduct 10-folds cross-validation 
using the corresponding dataset. 

We employ the test data to make predictions 
while evaluating the predictions based on the 
optimized hyperparameters. 

Table 2 illustrates the optimal hyperparameter 
for the corresponding model (LSTM, CNN, and 
BiLSTM). To avoid over-fitting during the 
supervised training of a neural network, we utilize 
early stopping by ending the training procedure 
before the converging of the weights. 

3.3 Transfer Learning Fine-Tuning 

The transformers-based models used in this work 
are pre-trained trained based on formal general 
corpora (Arabert, XLM-RoBERTa, and 
Multilanguage-BERT) and based on informal 
corpora (i.e. AraBERT-Twitter). 

Thus, it is important to study the contextual 
information derived from the pre-trained layers 
while fine-tuning it for our interested downstream 
task.  The fine-tuning consists of updating weights 
using the annotated dataset. BERT takes a 
sequence of 512 tokens as input and outputs 12 
self-attention heads and a 768-dimensional vector. 

For the optimization, we use the Adam 
optimizer [44,45] which performs well for natural 
language processing and the BERT model 
specifically. Additionaly, we evaluate other 
multilingual model, we chose the xlm-roberta-base 
and xlm-roberta-large checkpoints which include 
100 languages. 

For the purposes of fine-tuning, authors in [46] 
have recommended choosing from the values of 
the following parameters: number of epochs, batch 
size, learning rate, and maximum sequence. We 
fine-tuned the corresponding models by evaluating 
different parameters as presented in Table 3. We 

Table 6. F1 score results of pre-trained language 
models after fine-tuning 

Model Macro Weighted 

xlm-roberta-base 52.57 74.57 

xlm-roberta-large 48.98 72.74 

bert-base-arabic 56.43 76.71 

bert-large-arabic 55.30 75.68 

bert-base-arabert 56.59 76.89 

bert-large-arabert 57.05 76.65 

base-multilingual-
cased 

48.91 73.26 

multi-dialect-bert-base-
arabic 

65.95 81.86 

albert-base-arabic 61.26 79.20 

albert-large-arabic 62.21 79.74 

base-arabertv02-twitter 70.76 84.69 

large-arabertv02-twitter 69.71 84.45 
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set the maximum sequence length as 64 for all 
the experiments. 

3.4 Evaluation Metrics 

To assess the effectiveness of the corresponding 
approaches, we will use various evaluation 
measures capable of accurately assessing the 
model's performance. Given that hate speech 
classification poses the imbalanced learning 
challenge, we will particularly emphasize the 
Macro-average and Weighted-average metrics to 
compute comprehensive performance metrics. 

These metrics are presented as follow: 
Precision (P), referred to as positive predictive 
value, indicates the proportion of correctly 
classified positive instances out of all instances 
classified as positive. For example, the Precision 
of the Normal class is estimated as follows: 

PNormal = CCNormal / TCNormal, (1) 

where CCNormal is the Correctly Classified as 
Normal and TCNormal is the Total Classified as 
Normal. Recall (R) (also known as sensitivity), is 
the division of correctly predicted positive 
instances to the total positive instances. For 

example, the Recall of the Normal class is 
calculated as follows: 

RNormal = CCNormal / TNNormal, (2) 

where CCNormal is the number of Correctly 
Classified as Normal, and TNNormal is the Total 
number of Normal instances. F1 measure (F1) is 
the harmonic mean between the Precision and 
Recall. For example, the F1 of the Normal class is 
estimated as follows: 

3.5 Results Analysis 

In this subsection, we explore the achieved results 
of the approaches we evaluated. We employed the 
tenfold cross-validation method to evaluate 
performance metrics. This method involved 
splitting the dataset into 10 equally sized parts 
while maintaining a balanced representation of 
each class from the original dataset. One part was 
designated for testing, while the remaining parts 
were utilized for training. 

This process was repeated 10 times, and the 
performance metric scores were averaged across 
the 10 iterations of cross-validation. Table 4 
presents the prediction performances attained for 
both conventional machines leaning and DL 
classifiers. We utilized word embedding as an input 
feature vector in all models. 

In the case of traditional machine learning 
approaches, also we tested also the statistical-
features BoW and TF–IDF including SVM-BoW, 
SVM-TF-IDF, MNB-BoW, and MNB-TF–IDF. In 
most traditional classifiers, BoW achieves better 
performance results than the TF-IDF and word 
embedding features. 

The baseline experiments (DL and traditional 
learning approaches) did not perform satisfactorily 
due to an insufficient number of training 
instances. The DL-based approaches achieve 
better performance results than conventional 
machine learning approaches. 

These findings are in line with the majority of 
related works, where DL based approaches found 
to have comparable accuracy results to traditional 
learning algorithms on the corresponding task. 

Table 7. Comparison of F1 score results with the latest 
state-of-the-art classification approaches (N=Non-hate 
speech, S=Sexism, Re=Religious, Ra=Racial, 
M=Macro-averaged) 

 N S Re G Ra M 

A 0.85 0.21 0.10 0.12 0.09 0.27 

B 0.86 0.42 0.50 0.25 0.24 0.45 

C 0.87 0.41 0.54 0.30 0.29 0.48 

D 0.86 0.43 0.59 0.31 0.25 0.49 

E 0.85 0.42 0.56 0.45 0.20 0.50 

F 0.87 0.50 0.64 0.49 0.27 0.55 

G 0.86 0.44 0.59 0.47 0.22 0.52 

H 0.87 0.37 0.47 0.28 0.26 0.45 

I 0.87 0.49 0.56 0.47 0.24 0.53 

J 0.88 0.49 0.67 0.41 0.37 0.57 

K 0.89 0.50 0.73 0.42 0.32 0.57 

O 0.92 0.70 0.80 0.61 0.50 0.71 

F1Normal= 2(PNormal × RNormal) / (PNormal+ RNormal). (3) 
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As highlighted in Table 5, the pre-trained 
language model before fine-tuning substantially 
outperforms the baseline systems. It is important to 
note that multidialectal-based transformer models 
achieve better results than monolingual and 
multilingual-based models, yielding F1 score 
results of 63.38% and 80.85% for Macro averaged 
and Weighted averaged, respectively. 

Table 6 shows the accuracy results of the pre-
trained language model after fine-tuning. It is 
important to note that the fine-tuning of the pre-
trained language model improves the 
accuracy results. Additionally, the multidialectal-
based models outperform monolingual and 
multilingual ones, yielded F1 score results of 
70.76% and 84.69% for Macro averaged and 
Weighted averaged, respectively. 

Subsequently, we compare the performance of 
fine-tuned multidialectal-based model base-
arabertv02-twitter (O) with three existing 
conventional machine learning approaches: 

a. [12], which leveraged N-grams with NB. 

b. [11], which combine TF–IDF and BoW 
with Bagging. 

c. [8], which use TF-IDF with SVM, and seven 
existing DL-based approaches, namely. 

d. [14], that learned word Embedding using the 
training data and use the hybrid CNN-LSTM 
for classification. 

e. [19], Multilingual BERT embedding model 
with CNN. 

f. [20], which use AraVec and bidirectional GRU 
augmented with attention layer. 

g. [17], Which used AraBERT and AraVec 
embedding with CNN. 

h. [15], which used AraVec and hybrid 
CNN-LSTM. 

i. [18], which used AraBERT embedding and 
ensemble CNNs. 

j. [21], which fine-tuned the pre-trained 
AraBERT language model. 

k. [47], which use base-arabertv02-twitter without 
fine tuning. When comparing our approach 
with other state-of-the-art classifiers presented 
in Table 7, our model exhibits the 
highest Accuracy. 

Unlike CNN and LSTM, our method does not 
necessitate a substantial quantity of labeled 
dataset to achieve promising performance result; 
this is a common requirement in many DL 
approaches. Moreover, in contrast to NB and SVM, 
our model eliminates the need to extract and 
design handcrafted features. 

Given the nature of social media data, 
characterized by frequent usage of slang, 
abbreviations, and informal language, our method 
effectively processes the input words while 
considering their contextual surroundings. 

Experimental results demonstrated that our 
proposition outperforms existing approaches by a 
difference between [8% and 21%] and [14% and 
44 %] in weighted averaged and macro averaged 
F1 scores respectively. Comparing these results, 
we highlight the significance of multidialectal-
based models trained on Twitter data since those 
models achieve the best results. 

Furthermore, we highlight the significance of 
parameter tuning to discover the optimal 
hyperparameter values. Subsequently, we conduct 
an error analysis on the best pre-trained language 
models. For each model, we scrutinize tweets that 
were misclassified. 

Furthermore, we examine tweets that were 
misclassified by all four models. Table 8 showed 
the number of tweets misclassified by such pre-
trained language model. 

The four best accurate models (bert-base-
arabertv02-twitter (X), bert-large-arabertv02-twitter 
(Y), bert-large-arabic (W), and bert-base-arabert 
(Z)) predicted the same wrong labels 726 times out 
of 5217.Regarding the best system bert-base-

Table 8. The number of misclassified tweets by best 
pre-trained language model. (TE = Total Error, 
Q = All in Common) 

 N S Re G Ra TE 

X 604 201 162 571 247 1785 

Y 631 240 185 535 203 1794 

W 890 183 166 536 176 1951 

Z 713 240 160 545 243 1865 

Q 334 45 30 160 57 726 
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arabertv02-twitter, the Non-HS instances 
mislabeled are biased towards General-HS; the 
Sexism-HS, Religious-HS, Racial-HS, and 
General-HS instances mislabeled are biased 
towards Non-HS. Fig. 1 shows the confusion 
matrix of the optimized system. 

4 Discussion 

Although quite effective, current Arabic hate 
speech classification approaches are costly, as 
they need a huge number of labeled tweets to 
attain promising accuracy results. The tweets 
labeling process is very expensive and labor-
intensive while hindering the deployment of 
artificial intelligence systems in the industry. 

In contrast, our proposition does not require a 
huge number of labeled datasets. Furthermore, the 
machine-learning approaches use hand-crafted 
features, which have confronted data sparseness 
and the curse of dimensionality. Conversely, ours 
automatically learn features from the textual data. 

As can be shown in Table 4, the minor 
performance results are obtained using the 
traditional learning classifiers followed by the deep 
learning classifiers, while the major accuracy 
results go for transfer learning-based classifiers. In 
Tables 5 and 6, we can notice that the fine-tuning 

of pre-trained language models improves the 
accuracy of results. 

Furthermore, the multidialectal pre-trained 
language models based on Twitter data outperform 
monolingual and multilingual ones. In Table 7, we 
can notice that our proposition outperformed the 
latest state-of-the-art. The lower performance 
results are observed for the racial class, and the 
higher performance are obtained for the normal 
class. This disparity can be attributed to the 
significant class label imbalance present in 
the dataset. 

6 Conclusion 

Today, the detection of hate speech from Arabic 
tweets has garnered significant attention from 
scholars worldwide. 

In this paper, we evaluate Arabic hate speech 
classification by utilizing transfer learning based on 
a pre-trained language model. We conducted 
extensive experiments following three approaches: 
two conventional machine-learning approaches, 
three DL approaches, and twelve transfer-
learning approaches. 

The results achieved by the transfer learning 
approaches outperform traditional and deep 
learning models utilized in this work. The major 

 

Fig. 1. Confusion matrix of our proposition 
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contribution of this work is the evaluation of the 
recent pre-trained language models for Arabic hate 
speech classification. Specifically, we differentiate 
the performance of multilingual models with 
monolingual and multidialectal ones. 

Experimental results show that the 
multidialectal models trained on Twitter data 
outperformed monolingual and multilingual models 
trained on general data. In our future work, we 
intend to pursue various avenues. Primarily, we 
aim to refine the contextual embedding model, with 
a focus on adapting its vocabulary for the hate 
speech classification task. A costlier technique 
could be to consider training a novel AraBERT 
model that is customized for Arabic hate 
speech classification. 

Additionally, we intend to evaluate various data 
augmentation approaches to overcome the 
challenges of imbalanced data. From a research 
standpoint, we will utilize our proposed systems to 
examine Arabic Twitter discussions on various 
subjects to determine the extent of hate speech 
conversations with public discourse and to 
understand how their capabilities and 
sophistication evolve. 
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Abstract. A deep neural network is a branch of machine
learning that is capable of learning and representing
complex patterns from a dataset through interconnected
multiple layers of neurons. This capability makes it
applicable in various fields, such as natural language
processing, image processing, and computer vision.
Deep learning models show effective performance but
face challenges such as complexity and resource
demands. On the other hand, quantum machine learning
algorithms offer an alternative with potential efficiency
compared to their classical counterparts. This paper
proposes a Quantum Recurrent Neural Network (QRNN)
for natural language processing tasks, which classify text
data such as parts of speech, named entity recognition,
and sentiment analysis. The proposed method utilizes
parameterized quantum circuits that contain the tunable
parameters. Our approach uses amplitude encoding
to represent classical data into quantum states, partial
measurement for label determination, and ancilla qubits
to transfer the information from the current state to
the next.

Keywords. Quantum computing, quantum machine
learning, natural language processing.

1 Introduction

Machine learning [1] is a branch of artificial
intelligence [22] that allows computers to learn
patterns in a dataset without using explicit
programs. The main goal of machine learning
algorithms is to be applied in engineering and
science fields, with the primary objective of
identifying patterns and making decisions
according to those patterns. Introducing

deep neural networks [23] enhances the
performance and capability of machine learning
algorithms, which can find more complex patterns
from datasets.

Over the past few years, machine learning
algorithms have applied deep learning models
to enhance the performance of natural language
processing (NLP) applications [24]. Specifically,
transformer-based models perform better than
traditional neural network models, such as
recurrent neural network variants.

However, this superior performance poses
different challenges, such as complexity in the
model, demands extensive dataset, and raises a
considerable amount of computational power, time,
and resources [10].

An alternate path is obtaining notice in
recent times from quantum computing, which can
perform efficient computation for specific problems.
Quantum computing [11] is a computing paradigm
that follows the law of quantum theory and applies
qubits (quantum bits) as processing components.

Qubit is analogous to classical bits capable of
exciting in the superposition of all the possible
states. Additionally, entanglement, a quantum
principle, can exploit the correlation between
multiple qubits, even if they are physically
separated. Such unique characteristics of
quantum phenomena make quantum computing
solve specific problems faster than their classical
solutions. This hope allows us to solve some
computational issues efficiently, such as machine
learning algorithms.
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Fig. 1. Architecture of the proposed system

Quantum machine learning (QML) [18], a
combination of quantum computing and machine
learning to utilize powerful features taken from
quantum theory to enhance the computational
power of traditional machine learning algorithms.
Some quantum machine learning algorithms
show remarkable improvement compared to their
classical counterparts.

Quantum neural network (QNN) [12] is a
subfield of QML algorithms with more learning
capabilities than classical neural networks. In
recent times, researchers have endeavored to
apply a quantum version of classical machine
learning algorithms to NLP applications to
improve performance.

Most NLP applications classify text data
into different labels, such as part-of-speech
(POS) tagging, named-entity recognition (NER),
and sentimental analysis (SA). To enhance the
performance of such NLP tasks, we propose a
quantum recurrent neural network (QRNN) as a
quantum classifier for the text data.

The proposed system is based on a
parameterized quantum circuit consisting of
tunable parameters to train the model and employ
amplitude embedding to convert each word’s word
embedding into quantum states.

2 Related Work

Some QML algorithms show exponential speedup
compared to their classical counterparts, such

as learning algorithms like quantum principle
component analysis [15], and quantum support
vector machine [21]. However, these algorithms
cannot run on current quantum computers because
of the lack of quantum RAM to execute.

To take advantage of current quantum
hardware, variational quantum circuits [5]
are employed, which consist of a series of
parameterized quantum gates. Quantum
approximation optimization algorithm [8],
hybrid quantum-classical algorithms [3], and
QNN are examples of variational quantum
algorithms. These algorithms are implemented
on current quantum hardware systems, which use
parameterized quantum circuits in short-depth.

Researchers are trying to implement hybrid
quantum-classical QNN models using quantum
computing principles and classical neural network
architectures. For example, Liu et al. [14]
have introduced a quantum convolutional
neural network (QCNN) based on hybrid
quantum-classical methodology.

Ceschini et al. [4] proposed a hybrid
quantum-classical recurrent neural network to
predict time series data of renewable energy. Chen
et al. [6] introduced a hybrid model for quantum
long short-term memory (QLSTM) that can apply
to NISQ devices to handle sequential data. QNN
models can applied in NLP applications to enhance
their performance.

Sipio et al. [7] introduced a QLSTM hybrid
model and employed it to perform POS tagging.
This model demonstrates an attempt to employ
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Fig. 2. Circuit for data encoding. Initially, all quantum
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NLP applications by using QNN. However, this
model does not show any significant advantage
for POS tagging. Pandey et al. [19] implements
a quantum LSTM (QLSTM) for POS tagging of a
low-resource Indian language, Mizo.

The authors experimented with different
numbers of qubits and performed hyperparameter
tuning. However, their experiment’s result could
be better, showing that current quantum devices
do not apply to large datasets. Pandey et al. [18]
propose a hybrid quantum-classical QLSTM for
POS tagging on code-mixed languages.

This model converts gates of classical LSTM
into variational quantum layers. However, the
proposed is not able to process large datasets.
So, the authors split entire datasets into batches
of hundred sentences for the experiments.

The code-mixed dataset consists of nine
datasets collected from three social media
platforms: Facebook, Twitter, and WhatsApp.
The authors [13] propose QRNN to handle
sequential data.

The proposed model is employed to predict
stock prices and classify the text data that
show significant improvements. However, this
model applies to small datasets. Quantum
natural language processing (QNLP) [16] is
another research area to utilize near-term quantum
computers for NLP applications. It employs
compositional distributional semantics (DisCoCat)
that apply the compositional structure of the
Pregroup grammars.

It represents the grammatical structure of
sentences as a string diagram, encoding a specific
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Fig. 3. Circuit for VQC

interaction of words according to the grammar.
The DiscoCat converts these string diagrams into
quantum circuits to process NLP applications.
Various NLP applications have been implemented
by the QNLP framework, like question answering
[17], grammar-aware classification [17], and
sentiment analysis [9]. QNLP demands a massive
amount of computational resources, which makes
it time-consuming to process NLP applications.

3 System Architecture

We propose a QRNN that presents a quantum
counterpart of classical RNN architecture. The
QRNN employs variational quantum circuits (VQC)
consisting of parameterized quantum gates. These
gates imply tunable parameters, which provide
flexibility during the model training. In QRNN, each
cell of traditional RNN is substituted by VQC. Our
main objective is to perform the classification of text
into different labels.

So, we perform a measurement of each circuit
that provides labels for each input. The structure
of the QRNN is divided into three submodules:
data encoding, VQC, and measurement. Figure
1 represents the architecture of the proposed
system, where AE represents amplitude encoding,
and VQC represents a variational quantum circuit.

The given circuit is quantum analogous to
classical RNN, where each VQC represent the
cells of RNNs. Each time instance, data Xt must
be encoded and applied to a VQC to process
the data. In the end, partial measurements are
employed to determine the labels of corresponding
text data.
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Again, we initialize the quantum circuit as the
initial state and pass the next data instance. We
use one ancilla qubit that passes the previous
information to the current state, which serves as
the hidden state of RNN.

3.1 Encoding Method

We must convert classical information to quantum
states to process classical data using the quantum
framework. The process of transforming classical
data into quantum state is known as data encoding.
Various data encoding methods exist, such as
basis, amplitude, and angle encoding. In our study,
we use amplitude encoding due to its compatibility
with our quantum classifier.

Amplitude encoding encodes classical data
into the amplitudes of quantum states. It uses
the principle of superposition and allows multiple
information to be represented in a single quantum
state. The choice of amplitude encoding is
because it requires fewer qubits to describe the
sizeable dimensional dataset. Suppose an N
qubit employs amplitude encoding; then it holds
2n quantum states. Moreover, our systems mainly
focus on NLP applications, which always deal with
large dimensional datasets.

State-of-the-art (SOTA) QNN models utilize
angle encoding for data encoding, where each
qubit generates a single quantum state. Handling
extensive dimensional data requires more qubits,
while current quantum hardware limitations prevent
handling large numbers of qubits. As a result,
SOTA QNNS can not manage large datasets.
Meanwhile, word embedding of each word
generates high-dimensional word vectors.

So, our novel approach uses amplitude
encoding in QRNN to handle large dimensional
word vectors.

3.2 Variational Quantum Circuit

After encoding classical information, the next step
applies VQCs to process quantum states. Figure 3
represents a VQC of the proposed system, which
consists of Y and X rotational and controlled-not
gates. The processing unit of the neural network is
a combination of linear and non-linear operations.

So, our proposed system contains rotational
gates X and Y, which have parameterized gates
consisting of adjustable parameters, where the
Y gate can represent non-linear operation [2].
The X gate is a cable that represents linear
operations. A controlled-not gate is applied to
generate entanglement between different qubits,
which increases the circuit’s entangling capability.

It helps to identify the patterns between data.
The parameters w1, w2, ..., w15 are adjustable
to train the model. Our goal is to use fewer
parameters to learn the model, thereby reducing
the overload of many parameters during training.
Classical deep learning models demonstrate good
performances but require a substantial number of
parameters to train the models, which makes them
complex models.

On the other hand, quantum computers can
find patterns from fewer parameters [20]. This
unique property of quantum computers makes
them applicable for identifying the patterns in
datasets. However, current quantum hardware is
limited in handling many parameters. Therefore,
our proposed model uses fewer parameters for
training, enabling it to be compatible with existing
quantum hardware.

3.3 Measurement

Finally, the circuit is measured, generating
classical information that will give a label of
an observation. The proposed uses partial
measurement, which measures all the quantum
states except the ancilla qubit. The use of
ancilla qubit passes the previous information to the
current state.

Tila qubits serve as a hidden state of classical
RNN, which maintains the flow of information from
the prior state to the current state. The result of
the measurement assigns labels of corresponding
words. Various measurement methods exist to
measure the quantum circuits. However, we
use expectation measurement that provides the
expected value of each observation.
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4 Conclusion & Future Work

We introduce a QRNN as a quantum classifier
to perform classification tasks on text data. The
proposed system uses quantum mechanics
principles to enhance the performance of NLP
tasks. The present architecture is a novel
approach, applying amplitude encoding to encode
classical information and employing partial
measurement to determine the label of text data,
with an ancilla qubit that passes the previous state
information to the current state.

We designed our proposed QRNN to
accommodate sizeable dimensional word vectors,
maintaining each word’s integrity and requiring
fewer parameters to train the model, making it
compatible with current quantum computers. Our
future work will apply the proposed model as a
quantum classifier to classify texts such as POS
tagging, NER, and text classification.
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Abstract. Learning from data in almost any human 
activity is a very important task, usually using similarity 
or dissimilarity between data. Recently, it was shown the 
importance of considering the involution operation 
defined on the data domain which reflects a symmetry of 
data structures. This symmetry should be taken into 
account in data analysis. Co-symmetric similarity and 
dissimilarity measures defined over a set with involution 
play an important role in data analysis.  In this paper, four 
dissimilarity functions over the set of probability 
distributions are created that meet the property of co-
symmetry with respect to the involutive negation of 
distributions. Scatter graphs are generated from their 
respective dissimilarity matrices to compare the 
similarity between them. Additionally, the Pearson, 
Kendall, and Spearman correlation coefficients are 
calculated to numerically assess the relationship that 
exists. Subsequently, four dissimilarity functions are 
considered due to their higher correlation with those 
studied in this paper. They are divided into two groups, 
and an analysis is conducted to determine which are 
more correlated. 

Keywords: Co-symmetry, correlation, dissimilarity, 
involution, probability distribution. 

1 Introduction 

Many similarity and dissimilarity measures are 
proposed for probability distributions [1,2]. 
Recently, an involutive negation of probability 
distributions [3] and measure of correlation 
between distributions were introduced [4, 5]. This 

correlation measure used co-symmetric distance 
between probability distributions based on 
involutive negation of probability distributions. Co-
symmetric similarity and dissimilarity measures are 
important for applications because they take into 
account the symmetry of data related to involution 
operation [6]. In this paper, four new co-symmetric 
dissimilarity functions for probability distributions 
are created and compared with the other co-
symmetric distances between probability 
distributions considered in [7]. 

In Section 1, a small outline of the theory used 
to support the results is given. In Section 2, four 
distances are used to create four dissimilarity 
functions that comply with the co-symmetry 
property. In section 3, they are compared with four 
other co-symmetric distances introduced in [7]. 

2 Preliminary Definitions 

2.1 Negator and Negation of Probability 
Distributions 

Let � = ���, … , ��	 be a set of alternatives ordered 
in some way. A probability distribution over � is a 
sequence of non-negative numbers 
 = �
� , … , 
�	 
such that ∑ 
�

�
�� = 1. Here, for all � = 1, … , �, 
� is 

considered as a probability of ��. 
The first example of negation of probability 

distributions was introduced in [8]. In [9], the 
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general properties of negations of probability 
distributions and the class on linear negations of 
probability distributions are considered. In [2], it 
was introduced an involutive negation of 
probability distributions. 

Relationships of negation with entropy of 
probability distributions are studied in [10]. 
Interpretation of probability distributions as fuzzy 
distribution sets and extension on probability 
distributions parametric negations of fuzzy sets is 
considered in [11, 12]. 

A negator � is a function that transforms point 
to point one probability distribution 
 = �P�, … , P�	 
into another probability distribution ����
	 =
��
�	, . . . ��
�	) called negation of 
 [9], such that 
for all �, � = 1, … , �, from 
� ≤ 
� it follows 

��
�	 ≥  �
��. 

A negation is called an involutive if 
��������
	� = 
. In [3], Batyrshin introduced 

a negator: 

� �
�	 = max�
	 + min�
	 − 
�
��max�
	 + min�
		 − 1 = (
 − 
�

�(
 − 1,  

where max�
	 = max��,…,� {
�}, min�
	 =
min��,…,� {
�}, (
 = max�
	 + min�
	. This 
negator generates an involutive negation of 
probability distributions: ��� �
	 =
�� �+�	, . . . , � �+�	�  such that 

��� ���� �
	� =  
. 

2.2 Co-symmetric Dissimilarity Functions 

Suppose 
 = �
�, … , 
�	 and , = �,�, … , ,�	 are 
two probability distributions. A dissimilarity function 
-�
, ,	 takes values in the interval [0,1] and satisfy 
the following properties: 

symmetry:        

-�
, ,	 = -�,, 
	, 

irreflexivity:      

     -�
, 
	 = 0. 

Table 1. Original distances that were considered for this analysis. 

Name Distance 

Soergel �/0 = ∑ |
� − ,�|�
��

∑ max �
� , ,�	�
��

 

Sørensen �/23 = ∑ |
� − ,�|�
��

∑ �
� + ,�	�
��

 

Jaccard �456 = ∑ �
� − ,�	7�
��

∑ 
�
7�

�� + ∑ ,�
7 − ∑ 
�,��

��
�
��

 

Dice �456 = ∑ �
� − ,�	7�
��

∑ 
�
7�

�� + ∑ ,�
7�

��
 

Table 2. New distances created from the original distances and equation (1) 

Distance 89:;<= >?@AB?�A, C	 

Soergel �/0@D2@E32 = ∑ |
� − ,�| �
�� ∑ |��
�	 − ��,�	|�

��

∑ max �
� , ,�	�
�� ∑ max ���
�	, ��,�		�

��

 

Sørensen �/23@D2@E32 = ∑ |
� − ,�|�
�� ∑ |��
�	 − ��,�	|�

��
∑ �
� + ,�	�

�� ∑ ���
�	 + ��,�		�
��

 

Jaccard �456@D2@E32

= ∑ �
� − ,�	7 ∑ ���
�	 − ��,�		7 �
��

�
��

�∑ 
�
7 + ∑ ,�

7�
��

�
�� − ∑ 
�,�

�
�� ��∑ ��
�	7 + ∑ ��,�	7�

��
�
�� − ∑ ��
�	��,�	�

�� 	 

Dice 
�F�6G@D2@E32 = ∑ �
� − ,�	7 �

�� ∑ ���
�	 − ��,�	�7�
��

∑ �
�
7 + ,�

7��
�� ∑ ���
�	7 + ��,�	7	�

��
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Dissimilarity function is co-symmetric if for all 
probability distributions 
 and , of the length �, it 
is fulfilled: 

-���� �
	, ��� �,	� = -�
, ,	. 

2.3 Correlation Coefficients 

Pearson's correlation coefficient, commonly used 
in statistical analyses, allows the evaluation of the 
presence and strength of a linear relationship 
between two quantitative variables. It varies 
between -1 and 1. 

A value of 1 indicates a perfect positive 
correlation, -1 indicates a perfect negative 
correlation, and 0 suggests no linear correlation. 

On the other hand, Spearman and Kendall 
correlations are useful tools to investigate 
monotonic relationships between variables. 

While Spearman's is based on the ranges of 
observations, Kendall's focuses on the agreement 
of data pairs. Both correlations can vary between -
1 and 1 and are designed to be robust to outlier 
data and not assume specific distributions. 

3 New Co-Symmetric Dissimilarity 
Functions 

In [1], different similarity and dissimilarity measures 
that are usually used to compare distributions of 
probability functions are considered. They are not 

Table 3. Pearson, Kendall and Spearman coefficients for distances creating from equation (1) 

Distance Pearson Kendall Spearman 

Sorensen Co-Pro Vs Soergel Co-Pro 0,9919 0,9613 0,9976 

Sorensen Co-Pro Vs Jaccard Co-Pro 0,9398 0,7828 0,9346 

Sorensen Co-Pro Vs Dice Co-Pro 0,9310 0,7705 0,9268 

Soergel Co-Pro Vs Jaccard Co-Pro 0,9372 0,7750 0,9299 

Soergel Co-Pro Vs Dice Co-Pro 0,9137 0,7580 0,9187 

Jaccard Co-Pro Vs Dice Co-Pro 0,9903 0,9634 0,9978 

 

Fig. 1. Scatter graphs comparing distances created from equation (1) 
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co-symmetric. We apply the method of co-
symmetrization of similarity and dissimilarity 
functions proposed in [13] to create new 
dissimilarity measures of probability distributions 
that comply with the co-symmetry property: 

-D2@E32�
, ,	 = -�
, ,	 ∗
-���� �
	, ��� �,	�, 

(1) 

where * is the product of real numbers. It is easy to 
show that the distances obtained from (1) are co-
symmetric dissimilarity functions. Table 2 shows 
co-symmetric dissimilarity functions obtained from 
the four known [1] dissimilarity functions presented 
in Table 1. 

4 Comparative Analysis of New Co-
Symmetric Dissimilarity Functions 

For comparative analysis of new dissimilarity 
measures, we used one thousand probability 
distributions created randomly, each with 10 
elements. For the first analysis, the dissimilarity 
matrices were constructed for the four new co-
symmetric dissimilarity measures created by 
equation (1). 

Subsequently, each dissimilarity matrix is 
transformed into a vector, and the correlation is 

calculated between two vectors corresponding to 
two dissimilarity matrixes obtained for two 
different methods. 

The scatter graphs for each pair of vectors are 
created to graphically observe the correlation that 
exists between dissimilarity functions, see Fig. 1. 
In the same way, the correlation between the 
dissimilarity functions is calculated using Pearson, 
Kendall and Spearman correlation coefficients. 

5 Comparing Similarity Functions 
with Higher Similarity 

In [7], new co-symmetric dissimilarity measures 
based on average operation were obtained. It can 
be seen from the analysis carried out in the paper 
that the dissimilarity measures with the greatest 
correlations were two distances Sorensen Co-Avg 
and Soergel Co-Avg, and two distances Jaccard 
Co-Avg and Dice Co-Avg. 

In this paper, we obtained the same result for 
the product-based co-symmetrization (1) of these 
pair of distances, see Table 3 and Fig. 1, where 
scatter graphs demonstrate the almost strict 
monotone dependence between Sorensen Co-Pro 
and Soergel Co-Pro distances, and between 
Jaccard Co-Pro and Dice Co-Pro distances. 

Table 4. Pearson, Kendall and Spearman coefficients of comparing distances from one group. 

Distance Pearson Kendall Spearman 

Soergel Co-Avg Vs. Soergel Co-Pro 0.9758 0.9137 0.9867 

Soergel Co-Avg Vs. Sorensen Co-Avg 0.9906 0.9446 0.9933 

Soergel Co-Pro Vs. Sorensen Co-Pro 0.9919 0.9613 0.9976 

Soergel Co-Pro Vs. Sorensen Co-Avg 0.9656 0.8494 0.9628 

Soergel Co-Avg Vs. Sorensen Co-Pro 0.9587 0.9411 0.9934 

Sorensen Co Avg Vs. Sorensen Co-Pro 0.9629 0.8825 0.9766 

Table 5. Pearson Kendall and Spearman coefficients of comparing distances from two group. 

Distance Pearson Kendall Spearman 

Jaccard Co-Avg Vs. Jaccard Co-Pro 0.9566 0.8788 0.9781 

Jaccard Co-Avg Vs. Dice Co-Avg 0.988 0.9375 0.9939 

Jaccard Co-Pro Vs. Dice Co-Pro 0.9903 0.9634 0.9978 

Jaccard Co-Pro Vs. Dice Co-Avg 0.9437 0.8164 0.9501 

Jaccard Co-Avg Vs. Dice Co-Pro 0.9318 0.9153 0.9894 

Dice Co-Avg Vs. Dice Co-Pro 0.9365 0.8529 0.9688 
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For further analysis of the correlation-based 
similarity of obtained co-symmetric distances, we 
divided them into two groups of most correlated 
distances. The first group contains co-symmetric 
dissimilarity functions (distances) obtained from 
Sorensen and Soergel distances, and the second 
group contains co-symmetric dissimilarity 
functions obtained from Jaccard and 
Dice distances. 

The results are presented in Tables 4 and 5 and 
on Figures 2a) and 2b). As was expected, for most 
co-symmetric dissimilarity functions, different co-
symmetrization of the same distance usually gives 
co-symmetric distances without the correlation less 

than 0.99. We have paid more attention to the 
results of the Spearman correlation, which is a 
measure of monotonic relationship. Only one 
unexpected result was obtained for Soergel Co-Avg 

and Sorensen Co-Pro co-symmetric dissimilarity 
functions, see Table 4. 

6 Results 

We applied the procedure of co-symmetrization 
based on product aggregation to the four most 
popular distances between probability distributions 
[1]. The correlation analysis of similarity between 

 

a) 

 

b) 

Fig. 2. a) Scatter plots comparing group one and b) Scatter plots comparing group two 
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these distances show high similarity between them 
with highest correlation between Soergel and 
Sorensen based co-symmetric distances, and 
between Jaccard and Dice based co-symmetric 
distances. These two pairs of distance are 
considered as two classes of similar co-symmetric 
distances with mutual Spearman correlation 
greater than 0.997 between distances from the 
same class. 

Although we applied three correlation 
coefficients, Pearson, Spearman, and Kendall 
correlation, we paid more attention to the 
Spearman correlation, which is a measure of 
monotonic relationship. This property is important 
in the comparison of similarity and dissimilarity 
measures [14, 15]. 

Further, we compared co-symmetric distances 
in each class based on product co-symmetrization 
with co-symmetric distances obtained in our 
previous paper [7] based on average co-
symmetrization of the same initial distances. The 
correlation between distances from the same class 
based on different co-symmetrization of distances 
is higher than 0.95. 

7 Conclusion 

We introduced new co-symmetric dissimilarity 
functions that can serve as distances between 
probability distributions. These dissimilarity 
functions take into account the symmetry of the 
space of finite probability distributions with respect 

to the uniform distribution 
I = J�
� , … , �

�K, which is 

the fixed point of the negation of probability 
distributions defined over the set with � elements 
[9], such that ����
I	 = 
I. 

Co-symmetrization of four popular distance 
measures and further correlation analysis of these 
functions showed highest correlation between 
Soergel and Sorensen based co-symmetric 
distances, and between Jaccard and Dice based 
co-symmetric distances. The same results were 
obtained for co-symmetric distances obtained 
previously for another co-symmetrization method. 

The obtained results give us a better 
understanding of known distances and co-
symmetric distances obtained from them, which 

can be used to select suitable distances between 
probability distributions. 
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Abstract. Computer vision, for decades, has been
involved in solving problems in everyday life, under
the implementation of different computational methods,
that have evolved over time. Feature extraction, along
with other computer techniques, is considered a way
to develop computer vision systems; currently, plays an
important role, considered a complex task, allowing to
obtain essential descriptors of the segmented images,
differentiating particular characteristics between different
classes, even when they share similarity with each other,
guaranteeing the delivery of information not redundant
to classification algorithms. Likewise, in this work, a
computer vision system has been developed for the
recognition of foliar damage caused by diseases and
pests in tomato plants. The methodology implemented
is based on four modules: preprocessing, segmentation,
feature extraction, and classification; in the first module,
the image is preprocessed of a color space RGB to
L*a*b*; in the second module, the area interest was
segmented, under the implementation of the algorithm
principal component analysis PCA; in the third module,
features are extracted from the area of interest, obtaining
texture descriptors with the Haralick algorithm, and
chromatic features through Contrast descriptors, Hu
moments, Gabor characteristics, Fourier descriptors,
and discrete cosine transform DCT; in the fourth
module, the performance of the classification algorithms
were tested, with the characteristics obtained from the

previous stage, considering: SVM, Backpropagation,
Logistic Regression, KNN, and Random Forests.

Keywords. Tomato diseases and pests, computer
vision, feature extraction.

1 Introduction

Mexico, at present, plays a very important role
in the export of different crops, sown both in
protected environments (greenhouses) and in the
open-air. The state of Veracruz, is the main
producer of sugarcane and orange, Sinaloa of
white maize, Chihuahua of yellow maize, and
Sonora of wheat, grown under open-air agriculture;
and the state of Chiapas, is the main producer
of coffee, Guanajuato of broccoli, Mexico City
of Christmas eve and Sinaloa of tomato, grown
in protected environments; likewise, in Mexico,
the area planted with tomatoes is 42 383.3
hectares, obtaining a yield of 2 860 305.19 tons
of production annual [23]. Currently, the methods
in agriculture have evolved, achieving an increase
in the production per plant and quality of the
fruit; these results have been obtained with the
implementation of new automated techniques in
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Fig. 1. Proposed method

the crops, both in the open-air and in protected
environments, developing tasks in the care of
planting, nutrition, growth, and harvesting of
the same.

Over time, has exponentially increased
the production of different crops, obtaining
considerable financial income in some entities
of the country, however, there are some risks in
the cultivation process. Producers have reported
economic declines, due to diseases y pests
that have attacked tomato plants (Lycopersicum
esculentum), or even, totally contaminated crops,
reflecting financial losses.

Some of the most common diseases in tomato
plants, the following are considered: root rot,
bacterial cancer of the tomato, freckle and
bacterial spot, leaf mold, gray mold, early blight,
late blight, and dusty ashes [4], presented
by variations of humidity, drought, temperature,
residues of previous crops, wind, insects, overcast
and negligence of crop operators; likewise,
some of the pests more common, such as:
whiteflies, leafminers, tomato psyllid, spider mites
two-spotted and thrips [27], presented by variations
of temperature, dust, sandy ground, humidity,
inter alia; both diagnosed, through the root,
stem, leaf or fruit. After the identification of
an anomaly in the plant, the producer turns to
experts to diagnose the disease or pest, which
is considered a late detection and inaccurate;
likewise, the recommended dose of a pesticide or

fungicide is applied to control and/or eliminate it,
generating additional expenses; in the worst-case
scenario, the plants are identified with the risk
that neighboring crops will be infected; therefore,
contaminated plants are completely removed to
prevent spread.

The main cause of loss of tomato production, is
the wrong recognition of pests and diseases, since
in some cases experts in the agricultural area,
perform the ocular shape detection, considered
an inaccurate method; for this reason, computer
vision algorithms have recognized precisely foliar
damage, caused by: leaf mold, late blight, early
blight, bacterial spot, septoria leaf spot, target
spot, tomato mosaic virus, tomato yellow leaf curl
virus, spider mites two-spotted and a completely
healthy class, in tomato plant leaves, avoiding
the excessive or wrong application of chemical
products, reducing the impact on plants and
humans, in addition, contributing in the decreased
loss by production, reducing financial hurt.

2 Related Work

Computer sciences, recently, have been involved
in solving problems in various multidisciplinary
issues, in which, the existence of living beings
on planet earth becomes more stable, allowing to
alert, identify or predict catastrophes that affect
the environment in the one we live; in the
existing literature, there are investigations with very
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Fig. 2. Preprocessing and segmentation

Fig. 3. Dataset plantvillage

promising results, however, the ceiling has not yet
been reached and there is a great opportunity to
contribute to the scientific field. The plants, in their
variety of genus, are currently of great importance,
since they have a fundamental role for all living
beings in their entire environment.

In this part of the manuscript, the works
related to this research are described, all of
them focused on the agricultural area, solving
issues, such as: classification and recognition of
leaves, and identification of diseases and pests in
plants through the leaf, implementing techniques
of digital image processing, image segmentation,
feature extraction, machine learning algorithms,
deep learning, etc.

In the literature, exhaustive studies of works
have been carried out with various methodologies,
applicable to detect and classify diseases in

leaves of different plants, using computer
vision techniques [12]; likewise, researchers
have contributed to the field of color image
segmentation [18], considered a field that to this
day is rigorously studied, both in controlled and
uncontrolled environments, being a subject with
great impact, since it influences on feature
extractors and in the performance of the
classification algorithms; on the other hand, under
the implementation of modified fully-convolutional
networks FCNs, it has been possible to segment
images of plants through the leaf [36].

In previous investigations, works have been
developed for the identification and classification of
plants through the leaf, in [25, 40] have developed
proposals methodological with deep learning
techniques, specifically, convolutional neural
networks CNN, comparing the performance with
the architectures existing; likewise, in [7, 8, 24, 3]
techniques of extraction and selection of
characteristics have been implemented,
considering color, shape, and texture, classifying
with machine learning algorithms, obtaining
favorable results for the same purpose.

In the country and in many parts of the
world, the crops are affected by the unwanted
arrival of pests [19] and diseases [38], both in
protected environments and outdoors, likewise,
this has a direct impact on production, reducing
the producers financial balances; therefore, in [29]
they have developed a system for the detection of
diseases in different plants, using characteristics
extraction techniques with Gabor wavelet transform
GWT and SVM for classification; on the other
hand, in [30, 28] digital image processing and
machine learning methods were implemented for
the recognition of diseases in tomato plant leaves.

With scientific advances and the development
of new computational methods to solve problems
in the field of object recognition in images,
deep learning, in essence, convolutional neural
networks CNN has positioned itself among the
most used today, likewise, networks CNN have
been evaluated for the detection of diseases and
pests in tomato plants [15]; furthermore, deep
learning and machine learning techniques have
been merged for the same purpose [33]. In
the literature, deep learning has had a great
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Table 1. Dataset information

Class Disease or pest common name Disease or pest scientific name Images number

a Tomato mosaic virus Tomato mosaic virus (ToMV) 373

b Leaf mold Fulvia fulva 952

c Early blight Alternaria solani 1000

d Target spot Corynespora cassiicola 1404

e Healthy Completely healthy leaves 1591

f Spider mites two-spotted Tetranychus urticae 1676

g Septoria leaf spot Septoria lycopersici 1771

h Late blight Phytophthora infestans 1908

i Bacterial spot Xanthomonas campestris pv. vesicatoria 2127

j Tomato yellow leaf curl virus Begomovirus (Fam. Geminiviridae) 5357

boost, since research has been carried out under
this scheme.

With the implementation of the CNNs, has
been evaluating and monitoring each proposed
architecture, for the detection and recognition of
diseases in tomato plant through of the leaves [2,
14, 17, 34, 37, 38, 39]; finally, and without
leaving behind, in [32] a robotic system has
been developed in conjunction with artificial vision
techniques in greenhouses for the same purpose.

3 Materials and Methods

This section, presents the methodological proposal
for this research, in which a system with four stages
is exposed, preprocessing, segmentation, feature
extraction, and classification; likewise, the dataset
used is described. The adopted method, develops
tasks such as: transformation from one color space
to another, obtaining the area of interest, and the
extraction of textural and chromatic features, in
addition, through machine learning algorithms, has
been achieved to identify foliar damage caused
by diseases and pests in tomato plant leaves;
contributing to the reduction of financial losses and
the excessive or wrong application of chemical
products in crops, decreasing their consumption in
humans and plants. In Fig. 1, the implemented
methodology is displayed.

3.1 Preprocessing

In stage 1 in Fig. 1 of the proposed methodology,
the images of the dataset used are preprocessed,
which consists of a transformation from RGB color
space to L*a*b* color space.

The intensity of the different color components
in RGB, determine both the tone and the
brightness, in addition, it is an optimal format for the
visualization of color in electronic equipment such
as television and image acquisition equipment,
however, it is not best suited for color image
processing or segmentation, due to the high
correlation between R, G and B components.

Therefore, for this research, the L*a*b* [22]
color space has been used, defined by three
variables: L* is the intensity, a* and b* the tonality
components, the placement of this color space
is similar to RGB space, but the position of the
variables is different.

3.2 Segmentation

After the preprocessing of stage 1, the images
have been segmented, executing the algorithm
principal component analysis PCA [32], obtaining,
as a result, the area of interest, which is will
analyze in the next stage, determining the edges
and calculating its properties, extracting textural
and chromatic characteristics, and the combination
of both, textural/chromatic.
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Table 2. Performance of algorithms for classification

Classifier Textural Chromatic Textural
Chromatic

KNN 74.95 82.67 84.13

Logistic Regression 73.95 83.95 86.05

Random Forests 77.91 85.12 86.63

Backpropagation 81.83 90.65 83.76

SVM 89.40 93.69 94.46

Due to the nature of the dataset used, which
was is in an RGB color space, the segmentation
stage was supported by a previous preprocessing,
which helped to competently segment the images.
In Fig. 2, four tests are displayed, for four different
sheets; in part a), tests were made by directly
segmenting in RGB color space with the PCA
algorithm, doing it incorrectly; in part b), the
same tests were carried out, but before the
segmentation a preprocessing was applied to the
images, transforming from the RGB color space to
the L*a*b* color space; likewise, it is concluded
that the implemented segmentation method has
a better performance by applying a previous
preprocessing stage.

3.3 Feature Extraction

In this section of the manuscript, the process and
techniques used to extract the characteristics of
each of the images in the dataset are described,
considered a delicate process and a fundamental
pillar for the next stage of the proposed method; the
characteristics obtained in this work are invariant
to scaling, rotation, and translation, which allows
the classifier to recognize objects despite their size,
orientation, and position.

Likewise, an analysis has been carried out
with two characteristics extraction techniques,
considering, textural features, chromatic
features, and the combination of both,
textural/chromatic features, getting descriptors
with high discriminative power, representing each
image through numerical values, later, in the next
stage of the proposed system, the characteristic
vectors obtained are evaluated with machine
learning algorithms.

3.3.1 Textural Features

The texture characteristics of a leaf, are obtained
from the surface, through the area of interest
generated in the second stage of the proposed
methodology. The textural feature extraction
algorithms, look for basic repeating patterns with
periodic or random structures in images.

The texture is manifested in properties such
as: roughness, harshness, granulation, fineness,
smoothness, among others; likewise, it is invariant
to displacements, since it repeats a pattern across
a surface, therefore, it is explained because the
visual perception of a texture is independent
of position.

In this work, Haralick feature extractors have
been implemented [20], taking into account the
distribution of intensity values in the region,
obtaining the mean and range of the following
variables: mean, median, variance, smoothness,
bias, kurtosis, correlation, entropy, contrast,
homogeneity, etc; calculated as follows:

f1 =
∑
i

∑
j

[
p(i, j)2

]
, (1)

f2 =

Ng−1∑
n=0

n2

{ ∑Ng

i=1

∑Ng

j=1 p(i, j)

|i− j| = n

}
, (2)

f3 =

∑Ng

i=1

∑Ng

j=1 [ijp(i, j)− µxµy]

σxσy
, (3)

f4 =
∑
i

∑
j

(i− µx)
2p(i, j), (4)

f5 =
∑
i

∑
j

1

1 + (i− j)2
p(i, j), (5)

f6 =

2Ng∑
i=2

iPx+y(i), (6)

f7 =

2Ng∑
i=2

(i− f8)
2Px+y(i), (7)

f8 = −
2Ng∑
i=2

Px+y(i) log{Px+y(i)}, (8)

f9 = −
∑
i

∑
j

p(i, j) log{p(i, j)}, (9)
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Table 3. Performance metrics evaluated

Metric Formula

Accuracy Acc =
(TP + TN)

(TP + TN + FP + FN)

Precision Precision =
TP

(TP + FP )

Recall Recall =
TP

(TP + FN)

F-Measure F-Measure =
(2 ∗ precision ∗ recall)
(precision+ recall)

FP Rate FP Rate =
FP

(FP + TN)

MCC MCC =
(TP ∗ TN)− (FP ∗ TN)√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)

f10 =

Ng−1∑
i=0

(i− f8)
2Px−y(i), (10)

f11 = −
Ng−1∑
i=0

Px−y(i) log{Px−y(i)}, (11)

f12 =
HXY −HXY 1

max{HX,HY }
, (12)

f13 = (1− e[−2(HXY 2−HXY )])
1
2 , (13)

f14 = (Second largest eigenvalue of Q)
1
2 . (14)

The vector of textural characteristics obtained
Xt, can be represented as: Xt = [x1,x2, . . . ,x84].
Where, the numerical value of [x1,x2, . . . ,x28] are
from the R component, of [x29,x30, . . . ,x56]
belongs to the G component, and of
[x57,x58, . . . ,x84] are from the B component.
The values of the R, G, and B components are
concatenated, forming the vector Xt.

3.3.2 Chromatic Features

The chromatic characteristics, provide relevant
information of a portion of the image that has
been segmented, the exhaustive analysis carried
out by this type of techniques, is done starting
from a specific color space, for example: extracting
information from the primary color channels, like:
red, green and blue RGB; hue, saturation, and
value HSV, L*a*b*, etc. The algorithms, Contrast
descriptors [13], gabor characteristics [16, 29],
Hu moments [21], discrete cosine transform
DCT [9, 10], and Fourier descriptors [26], were
implemented for the extraction of chromatic

characteristics, calculating the descriptors of all the
images in the dataset. The Contrast descriptors of
an image, define information about the difference
in intensity between a region and its neighborhood.
The smaller the difference, the lower the contrast.
Contrast is defined as follows:

K1 =
G−Ge

Ge
, (15)

K2 =
G−Ge

G+Ge
, (16)

K3 = ln(G/Ge), (17)

where G and Ge denote the mean value in the
region and in the neighborhood respectively.

The Gabor characteristics, it is considered
another robust technique, used for the extraction of
features in images; being a hybrid technique,
composed of the nucleus of the Fourier
transformation on a Gaussian function; also,
the frequency resolution is more sophisticated
than other techniques, since the Gaussian signal
is more concentrated than the rectangular function
in the frequency domain. Gabor transformation is
a 2D filter, represented by the following equation:

G(t,w) =

∫ ∞

−∞
e
−
(τ − t)2

2 e−jwtx(τ)dτ . (18)

On the other hand, the implementation of
the seven Hu moments, they have managed to
integrate information of the variable of the color of
the area of interest; calculated as follows:

ϕ1 = η20 + η02, (19)

ϕ2 = (η20 − η02)
2 + 4η211, (20)

ϕ3 = (η30 − 3η12)
2 + (3η21 − η03)

2, (21)

ϕ4 = (η30 − 3η12)
2 + (η21 + η03)

2, (22)

ϕ5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)
2

−3(η21 + η03)
2] + (3η21 − η03)(η21 + η03)

[3(η30 + η12)
2 − (η21 + η03)

2],

(23)

ϕ6 = (η20 − η02)[(η30 + η12)
2 − (η21 + η03)

2]

+4(η11(η30 + η12)(η21 + η03)),
(24)
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Fig. 4. Accuracy of feature extraction techniques

ϕ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)
2

−3(η21 + η03)
2]− (η30 − 3η12)(η21 + η03)

[3(η30 + η12)
2 − (η21 + η03)

2].

(25)

Likewise, the discrete cosine transform DCT,
contributes to the generation of extraction
of features chromatic; the DCT uses base
transformations and cosine functions of
different wavelengths.

A particularity about DCT in relation to the
discrete Fourier transform DFT, is the limitation
to the use of real coefficients. The DCT in two
dimensions, is derived directly from the definition
of the one-dimensional case, thus, it is calculated
as follows:

F (u, v) =
2√
MN

N∑
x=1

M∑
y=1

I(x, y)

· cu· cos

(
π(2x+ 1)u

2N

)
· cv· cos

(
π(2y + 1)v

2M

)

=
2cucv√
MN

N∑
x=1

M∑
y=1

I(x, y)·EN
u (x)·EM

v (y).

(26)

Finally, other characteristics were obtained
with the Fourier descriptors, calculated using the
following equation: du = |F (u)|; where F (u)
is calculated for u = 1, . . . ,N , where N is the
number of descriptors to calculate; also, for a
two-dimensional function, in the case of an image
I(x, y) of size MxN , they are defined as:

F (u, v) =
1

√
MN

M−1∑
y=0

N−1∑
x=0

I(x, y)· e
−j2π

(ux

M
+
vy

N

)
. (27)

After the execution of the various algorithms
for extraction of chromatic characteristics, the
resulting numerical vector for each image, has a
length of 273, represented by the next equation:
Xt = [x1,x2, . . . ,x273]; where, the contrast
descriptors provide 15 characteristics, considering
[x1,x2, . . . ,x15]; the Gabor characteristics provides
201 features, considering [x16,x17, . . . ,x216]; the
Hu moments add 21 characteristics, considering
[x217,x218, . . . ,x237]; the DCT provides 12
characteristics, considering [x238,x239, . . . ,x249];
and finally, the Fourier descriptors provide 24
characteristics, considering [x250,x251, . . . ,x273],
concatenated in the vector Xt.

Likewise, tests were developed combining the
textural and chromatic characteristics, obtaining as
a result, a numerical value of 357 characteristics
for each image of the dataset. The vector
of texture features [x1,x2, . . . ,x84], it has been
concatenated with the vector of chromatic features
[x1,x2, . . . ,x273], obtaining as a result a hybrid
vector, represented by: Xt = [x1,x2, . . . ,x357].

3.4 Classification

Finally, in stage number four of the methodology,
machine learning algorithms have been used
to recognize ten different classes, likewise,
measuring performance with, Support Vector
Machines SVM, Backpropagation, K-Nearest
Neighbors KNN, Random Forests, and Logistic
Regression, tested with different feature
extraction techniques.

In the experiments carried out, cross-validation
with k = 10 was used to validate results, that is, 10
tests were performed with 90 % and 10 % of the
data for training and testing respectively. A brief,
description of the machine learning algorithms
used is given below.

3.4.1 K-Nearest Neighbors KNN

The KNN algorithm, classifies a new point in the
dataset, based on euclidean distance, finding the
k closest distances to the object to classify. As the
first instance, distances from the new point to each
object in the dataset are calculated, the euclidean
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Table 4. Performance by class of the tested algorithms

Class KNN Logistic
Regression

Random
Forests

Back-
propagation

SVM

a 0.863 0.798 0.942 0.903 0.920

b 0.794 0.808 0.875 0.884 0.903

c 0.674 0.652 0.721 0.721 0.805

d 0.700 0.772 0.787 0.848 0.907

e 0.949 0.955 0.946 0.963 0.988

f 0.949 0.821 0.803 0.871 0.932

g 0.792 0.794 0.836 0.869 0.935

h 0.813 0.759 0.786 0.838 0.905

i 0.839 0.895 0.887 0.944 0.967

j 0.928 0.952 0.927 0.976 0.989

distance of a point a to a point b it is calculated
as follows:

d(P0,P1) =
√
(x1 − x2)2 + (y1 − y2)2. (28)

Subsequently, are located the k closest
distances to the new point, finally, the class of the
closest point in the dataset is assigned by majority
vote. For further analysis of the KNN algorithm,
refer to [1].

3.4.2 Logistic Regression

Logistic regression, is used to model the
posterior class probabilities, without having to
learn the conditional class densities, facilitating
the classification into small training sets and
less complexity.

πi = p(Yi = 1|Xi) where Xi is a vector of
size 1 ∗ (p + 1) with the first element equal to
1, and the remaining elements, corresponding to
the characteristics extracted from the leaf for the
example i. The logistic regression model relates πi

with the characteristics using the function:

logit(πi) = log(
πi

1− πi
) = Xiβ, (29)

where β = (β0,β1, . . . ,βp) is the vector of
regression coefficients. For a more in-depth study,
refer to [5, 11].

3.4.3 Random Forests

Random Forests, is an algorithm composed of
decision tree classifiers, each tree depends on
the values of a random vector con with sampling
independently and with the same distribution for all
trees in the forest. Generalization error for forests
converges to a limit, as the number of trees in the
forest increases.

When a model is generalized and fails, depends
on the strength of individual trees in the forest
and the correlation between them. By randomly
selecting features to divide each node, error rates
occur that compare favorably with the Adaboost
algorithm, but are more robust with respect
to noise.

In [6], the Random Forests algorithm is
described, specifying the characterization of
precision, the use of random characteristics, the
selecting random entries, the linear combination
inputs, the Adaboost algorithm operation, the
effects of output noise, the weak data inputs,
the random forests for regression, theorems, and
equations that lead to the execution of the Random
Forests classifier.

3.4.4 Backpropagation

Artificial neural networks ANN, nowadays, try
to imitate the learning process and solution
of the human brain, this is achieved with the
implementation of computational methods applied
to different areas.

Humans, to solve problems of daily life, take
prior knowledge, acquired from the experience
of some specific area, likewise, artificial neural
networks, collect information on solved problems
to build models or systems that can make
decisions automatically.

The multiple connections between neurons,
form an adaptive system, the weights of which are
updated using a particular learning algorithm. One
of the most used algorithms and the one that was
implemented in this work, was the algorithm of
backpropagation BP; which in general, performs
the learning and classification process in four
points, initialization of weights, forward spread,
backward spread, and the updating of weights.
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Fig. 5. Graphics of boxplots by algorithm

To carry out the learning process,
backpropagation algorithm iteratively changes
weights between neurons, minimizing the
quadratic error between the desired output
and that obtained with the current weights.

Each of the training set examples
{(x1, y1), (x2, y2), . . . , (xn, yn)} are used to adjust
the weights in the network. By being presented an
example, the signal is propagated forward in the
network until the output is obtained. The output of
the j-th hidden unit is calculated as:

ohnj = fh
j (net

h
nj) =

1

1 + exp(−nethnj)
, (30)

where nethnj =
∑

wh
jixni + θhj . w

h
ji is the weight of

the connection of the i-th input neuron to the j-th
hidden neuron. θhj and fh

j represent the bias and
the activation function of the j-th hidden neuron.
So, the output of the k-th neuron is represented by:

oonk = fo
k (net

o
nj) =

1

1 + exp(−netonk)
, (31)

where the superscripts h and o they refer to
the quantities in the hidden and output layers
respectively. For a more in-depth study of the
algorithm, refer to [31].

3.4.5 Support Vector Machines SVM

The main characteristics that identify the SVM
algorithm, are the use of kernels when working

in non-linear sets, the absence of local minima,
depends on a small subset of data and the
discriminative power of the model constructed
by optimizing the separability margin between
the classes.

SVM is a linear classifier, in other words,
it classifies between two data sets through the
construction of a line that separates two classes.
When this is not possible, a function called Kernels
is used, which transforms the input space to a
highly dimensional space, where the sets can be
linearly separated after the transformation.

However, the choice of a function is restricted to
those that satisfy the Mercer conditions. Training
an SVM allows solving a quadratic programming
problem, as shown below:

max
αi

−1

2
Σl

i,j=1αiyiαjyjK⟨xi·xj⟩+Σl
i=1αi. (32)

subject to: Σl
i=1αiyi = 0, C ≥ αi ≥ 0, i =

1, 2, . . . , l,
where C > 0,αi = [α1,α2, . . . ,αl]

T ,αi ≥ 0, i =
1, 2, . . . , l are coefficients that correspond to xi, yi
with αi nonzero which are called Support Vectors
SV. For a more in-depth study of the algorithm,
refer to [35].

3.5 Dataset

The images used in this investigation, belong to
the Plantvillage dataset [14, 33, 34, 38], which has
been acquired through an Internet repository of
free environment; considering ten different classes,
eight diseases (class a, b, c, d, g, h, i, and j),
one pest (class f) and one completely healthy class
(class e), the images are in an RGB color space,
with dimensions of 256x256 pixels, see Table 1,
and visually relate it to Fig. 3.

4 Results and Discussions

In this section of the manuscript, the metrics
used are defined and the experimental results of
the tests developed are analyzed and discussed.
The results obtained are visualized with tables,
confusion matrices, and boxplots, through exit
percentages of the performance of classifiers, for
each algorithm used, accuracy and precisions by
class are reported.
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Fig. 6. Performance of used algorithms

4.1 Performance Metrics

Accuracy, Precision, Recall, F-Measure, FP
Rate, MCC, are the metrics evaluated for the
experimental results presented in this work,
defined in Table 3.

4.2 Experimental Results

Table 2, shows the results of the algorithms
used, evaluating performance against the
feature extraction techniques mentioned in
the proposed method.

The algorithm that obtained the lowest
percentage of correctly classified instances,
was KNN, with 82.67% for the chromatic
characteristics, and for the combination of
both, textural/chromatic an 84.13% respectively,
nevertheless, for the test with textural features, has
outperformed the algorithm Logistic Regression
with 74.95%.

The Logistic Regression algorithm, was the
second with lower results, outperforming to
classifier KNN in tests with chromatic features
and the combination of both, textural/chromatic;

obtaining an 83.95% of accuracy for chromatic
characteristics, and for the combination of both,
textural/chromatic an 86.05%. KNN classifier
and Logistic Regression had very similar behavior
in their performance, however, the third-best
algorithm, was Random Forests, obtaining 77.91%
for textural features, for chromatic features, and
textural/chromatic hybrid characteristics, it is has
exceeded 85% respectively.

One of the classifiers with the best performance
for this research, was the Backpropagation
learning algorithm for artificial neural networks;
with an accuracy percentage of 81.83% for textural
characteristics, for chromatic characteristics, a
90.65% was obtained, and finally for hybrid,
textural/chromatic characteristics it had the lowest
performance than its counterparts, with an 83.76%.

The best performance for the proposed system,
was obtained by the SVM algorithm, achieving
an accuracy of 89.40% for textural features, for
chromatic characteristics, 93.69% was obtained,
finally, for hybrid, textural/chromatic features, was
demonstrated a 94.46% respectively.
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Table 5. Confusion matrix for backpropagation

a b c d e f g h i j

a 344 4 1 2 0 10 9 1 0 2

b 8 818 22 5 3 6 32 37 4 17

c 5 16 682 44 3 27 49 113 30 31

d 5 7 33 1158 24 103 27 20 16 11

e 1 2 0 24 1544 10 4 5 1 0

f 11 4 23 73 7 1506 17 21 1 13

g 6 23 20 23 8 13 1586 61 20 11

h 1 40 113 24 12 19 62 1602 20 15

i 0 2 23 4 3 2 22 26 2015 30

j 0 9 29 8 0 33 18 25 28 5207

In Table 2, for each classifier tested, the best
results have been achieved based on the extraction
of the hybrid, textural/chromatic features, except
with the backpropagation learning algorithm, since
the best performance has been obtained with
characteristics chromatic.

In the boxplots of Fig. 4, it is notable, that the
performance of the hybrid, textural/chromatic
characteristics (red boxplot) considerably
surpasses the textural features (green boxplot),
and slightly the chromatic features (yellow boxplot).

In Fig. 4, 5, and 6, the results of each
of the tests carried out with the classification
algorithms and feature extraction methods are
displayed, plotted using box plots, where the data
distribution is analyzed, considering the median,
value minimum, maximum, and intermediate. In
Table 4, the best performance is reflected for each
of the tested algorithms, showing the precisions by
class, likewise, are graphed in Fig. 5.

The best two precisions of the tested algorithms
exceed 0.94%; obtaining 0.942% for class (a) and
0.946% for class (e) with Random Forests; for
class (e) and (f) 0.949% was achieved with KNN;
for class (j) a 0.952% and 0.955% were obtained
for class (e) with Logistic Regression; with the
Backpropagation algorithm, 0.963% was achieved
for class (e) and 0.976% for class (j); finally, for
class (e) a 0.988% was obtained and for class (j)
a 0.989% with SVM, see Table 4.

In Fig. 5, the boxplot of the algorithm KNN
and Logistic Regression, have the largest data
ranges, so the values are more dispersed or
separated from their counterparts; likewise, the
precision data ranges of the Random Forests
and Backpropagation algorithm are moderately

more concentrated, that the KNN and Logistic
Regression algorithm; finally, the algorithm with the
best performance was the SVM classifier, since
the data is more concentrated compared to the
other tests.

In Table 4, are plotted the precisions by
class, obtained from the experimentation with the
machine learning algorithms front to the features
extraction methods. For each algorithm used, tests
were carried out with textural features, chromatic
features, and textural/chromatic hybrid features.

From the experimentation developed, the
algorithm that showed the lowest performance
was KNN, in addition, the precisions obtained are
more dispersed in comparison with the rest of
the classifiers. However, the algorithm with the
best results was SVM, since the data is more
concentrated than those of its counterpart.

In Table 5 and 6, confusion matrices are
shown two, considering the performance
of the two best classifiers, highlighting the
backpropagation algorithm and SVM, likewise,
an analysis of confusion between the ten classes
is made. For an understanding of the confusion
matrices, the nomenclature is as follows, where:
a=Tomato mosaic virus, b=Leaf mold, c=Early
blight, d=Target spot, e=Healthy, f=Spider mites,
g=Septoria leaf spot, h=Late blight, i=Bacterial
spot, and j=Tomato yellow leaf curl virus.

The matrix of the Table 5, has been built
from the tests performed with the Backpropagation
algorithm front to chromatic features, the analysis
by class is the following: for class a, the model has
confused more with the class (f); for the class b, the
confusion highest was with the class (h); for the
class c, the confusion highest was with the class
(h); for the class d, the confusion highest was with
the class (f); for the class e, the confusion highest
was with the class (d); for the class f, the confusion
highest was with the class (d); for the class g, the
confusion highest was with the class (h); for the
class h, the confusion highest was with the class
(c); for the class i, the confusion highest was with
the class (j); and for the class j, the confusion
highest was with the class (f). The matrix of the
Table 6, has been built from the tests performed
with the algorithm SVM, front to chromatic features,
the analysis by class is the following: for class a,
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Table 6. Confusion matrix for SVM

a b c d e f g h i j

a 352 6 0 1 0 6 5 2 0 1

b 5 877 14 2 0 3 19 25 2 5

c 6 19 783 34 1 9 17 103 13 15

d 2 1 24 1270 3 69 11 10 7 7

e 0 1 3 15 1563 1 3 5 0 0

f 8 4 14 75 1 1552 4 10 0 8

g 13 24 20 20 0 4 1639 32 9 10

h 4 35 114 9 7 13 35 1665 14 12

i 0 2 20 6 2 0 5 17 2054 21

j 0 10 21 8 0 14 7 12 26 5259

the model has confused more with the class (b,f);
for the class b, the confusion highest was with the
class (h); for the class c, the confusion highest was
with the class (h); for the class d, the confusion
highest was with the class (f); for the class e, the
confusion highest was with the class (d); for the
class f, the confusion highest was with the class
(d); for the class g, the confusion highest was with
the class (h); for the class h, the confusion highest
was with the class (c); for the class i, the confusion
highest was with the class (j); and for the class j,
the confusion highest was with the class (i). In most
of the experimental tests, the class that showed
the most confusion and the one that the models
assigned as correct, was class h, belonging to late
blight disease.

5 Conclusions

In this manuscript, work was developed based
on features extraction techniques and machine
learning, for the recognition of foliar damage
caused by pests and diseases that affect
tomato plants. After preprocessing and image
segmentation, the proposed system extracts
textural features, chromatic features, and the
features hybrid, textural/chromatic, finally,
automatic learning algorithms evaluate the
obtained descriptors.

Derived from the tests in the preprocessing
and segmentation stage, it is verified that
the implemented segmentation method, has
a better performance by applying a previous
preprocessing stage; likewise, of the three
characteristics extraction methods implemented in
this research, the one that obtained the best

descriptors, directly impacting on the performance
of the classifiers, were the features hybrid,
textural/chromatic; furthermore, the best classifier
was SVM; therefore, it was shown, that by applying
the image color space transformation of input,
the segmentation PCA method, the conjunction of
textural/chromatic feature extraction, and the SVM
classification process, the system has achieved a
performance favorably.
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Editorial for Thematic Section: 

Theory and Applications of Fuzzy Systems, Neural Networks, 
and Metaheuristics

This thematic section deals with recent 
developments on fuzzy logic, neural networks and 
meta-heuristic optimization algorithms, as well as 
their hybrid combinations, and their application in 
areas such as, intelligent control and robotics, 
pattern recognition, medical diagnosis, time series 
prediction and optimization of complex problems. 

The thematic section comprises papers dealing 
with type-1 and type-2 fuzzy logic, which basically 
consists of papers that propose new concepts and 
algorithms based on type-1 and type-2 fuzzy logic 
and their applications. We also consider papers 
that present theory and practice of meta-heuristics 
in different areas of application. Metaheuristics of 
interest will include genetic algorithms, particle 
swarm optimization, grey wolf optimization, and 
other recent nature-inspired optimization 
algorithms. In addition, special interest is given to 
papers presenting theory and practice of neural 
networks in different areas of application, including 
convolutional and deep learning neural networks.  

In the current literature, we can find interesting 
papers on diverse applications of fuzzy logic, 
neural networks and hybrid intelligent systems in 
medical applications.  

In addition, we can find papers describing 
applications of fuzzy logic, neural networks and 
meta-heuristics in robotics problems, pattern 
recognition systems, time series prediction and 
other areas.  

This will warrant more and more research 
attention from the scientific community on these 
important topics, especially since everyday newer 
and newer systems are emerging across all the 
domains of science and engineering, e.g. social 
networks, big data analytics, cyber security, cyber-
physical systems, cloud computing etc. 

After the reviewing process, 12 papers were 
selected for inclusion in the thematic section.  

The first paper by Miguel A. García-Morales et 
al. is presenting a study on the Multi-objective 
Evolutionary Algorithm Based on Decomposition 
with Adaptive Adjustment of Control Parameters to 

Solve the Bi-objective Internet Shopping 
Optimization Problem. Simulation results show the 
effectiveness of the proposed approach.  

The second paper by Jessica González-San-
Martín et al. is presenting an Advancing Cloud 
Task Scheduling: Recent Developments and 
Comparative Insights. Experimental results 
demonstrate the advantages of the proposed 
method.  

The third paper by José Alfredo Brambila-
Hernández et al. is presenting a Novel Dynamic 
Decomposition-Based Multi-objective Evolutionary 
Algorithm Using Reinforcement Learning Adaptive 
Operator Selection.  

The fourth paper by Lucero Ortiz-Aguilar et al. 
describes a Design of Routes for Collaborative 
Robots in the Automobile Painting Process through 
a Comparison of Perturbative Heuristics for 
Iterated Local Search.  

The fifth paper by Jesus A. Rodríguez-Arellano 
et al. describes an approach for Prescribed-Time 
Trajectory Tracking Control of Wheeled Mobile 
Robots Using Neural Networks and Robust Control 
Techniques.  

The sixth paper by Andres Espinal et al. 
describes Grammatical Evolution with codons 
selection order as Intensification process.  

In the seventh paper by Rodrigo Cordero-
Martínez et al., an Adjustment of Convolutional and 
Hidden Layers using Type-1 Fuzzy Logic Applied 
to Diabetic Retinopathy Classification is presented.  

The eighth paper by Martha Pulido et al. deals 
with a Bird Swarm Algorithm and Particle Swarm 
Optimization in Ensemble Recurrent Neural 
Networks Optimization for Time Series Prediction.  

The ninth paper by Valentin Calzada-Ledesma 
et al. describes Water Stress Challenges: 
Mathematical Modeling of Water 
Resource  Management.  

The tenth paper by Daniel Ruelas et al. 
describes the Prediction of Enterprise Financial 
Health using Machine Learning and Financial 
Reasons for Taiwan Economic Companies.  

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 725–726
doi: 10.13053/CyS-28-2-5050

ISSN 2007-9737



 

 

The eleventh paper by Hector Martinez et al. 
describes a Dragonfly Algorithm with fuzzy 
parameter adaptation for benchmark mathematical 
function optimization.  

Finally, the twelfth paper by Marylu Lagunes et 
al. describes a Comparative Study of Gorilla 
Troops Optimizer and Stochastic Fractal Search 
with fuzzy dynamic parameter adaptation.  

We believe that these papers will be an 
important contribution to the state of the art of fuzzy 
systems, neural networks and metaheuristics for 
solving real-world problems.  

In addition, there are also contributions on the 
theoretical side with new concepts and models of 

fuzzy theory, neural models and new proposed 
metaheuristic methods.  

We envision that the papers of the thematic 
section will be of great interest to researchers and 
students of the computational intelligence areas, 
as well as in medical and healthcare areas. 

Guest editor: 

Oscar Castillo 
(Tijuana Institute of Technology, TecNM, Mexico, 

ocastillo@tectijuana.mx)
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Multi-Objective Evolutionary Algorithm based on Decomposition with 
Adaptive Adjustment of Control Parameters to Solve the Bi-Objective 

Internet Shopping Optimization Problem (MOEA/D-AACPBIShOP) 

Miguel A. García-Morales1, José A. Brambila-Hernández1, 
Héctor J. Fraire-Huacuja1,*, Juan Frausto-Solis1, 

Laura Cruz-Reyes1, Claudia G. Gómez-Santillan1, 
Juan M. Carpio-Valadez2 

1 National Technological Institute of Mexico, 
Technological Institute of Madero City, 

Mexico 

2 National Technological Institute of Mexico, 
Technological Institute of Leon, 

Mexico 
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Abstract. The main contribution of this paper is the 
implementation of a multi-objective evolutionary 
algorithm based on decomposition with adaptive 
adjustment of control parameters applied to the bi-
objective problem of Internet shopping (MOEA/D-
AACPBIShOP). For this variant of the IShOP, the 
minimization of the cost and shipping time of the 
shopping list is considered. The proposed MOEA/D-
AACPBIShOP algorithm produces an approximate 
Pareto set on a total of nine of instances with real-world 
data classified as small, medium, and large. The 
instances are obtained using the Web Scraping 
technique, extracting some information attributes of 
technological products from the Amazon site. This 
optimization problem is a very little studied variant of the 
Internet Shopping Problem (IShOP). The proposed 
algorithm is compared with two multi-objective 
algorithms: A Non-dominated Sorting Genetic Algorithm 
II (NSGA-II) and the basic MOEA/D version. The results 
demonstrate that the three algorithms studied have a 
similar statistical performance with respect to the quality 
of the solutions they provide. To make a comparison, 
these algorithms are evaluated using three metrics: 
Hypervolume, Generalized Dispersion, and Inverted 
Generational Distance. On the other hand, the Wilcoxon 
and Friedman non-parametric tests validate the obtained 
results with a 5% significance level. 

Keywords. Multi-objective, approximate Pareto front, 
evolutionary algorithm, web scraping, bi-objective. 

1 Introduction 

The Internet allows efficient communication 
throughout the world [10]. The Internet has 
revolutionized the way business is carried out due 
to the incorporation of commercial marketing, 
sales, and customer service tools [10]. 

Due to the great the importance of the Internet 
in organizations, E-commerce is one of the main 
contributors of large companies [1]. On the other 
hand, the Internet allows communication from 
multiple digital devices such as sensors, cameras, 
smart cities, among others [2, 3, 4]. Nowadays, 
this scenario is known as “The Internet 
Shopping Problem”. 

It is a classic scenario of electronic commerce 
due to the multiple benefits that users obtain by 
buying or acquiring goods or services through the 
Internet [5]. Online shopping makes it easier for 
people to access a wide variety of products and 
services offered by companies without having 
restrictions on time, place, or space [1]. 

In one of the most relevant works in the state-
of-the-art field, the authors propose an innovative 
solution for the basic case of the Internet shopping 
problem with shipping costs. 
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This method consists of a memetic algorithm 
(MAIShOP) that incorporates standard instances, 
solution generation through the first-best heuristic, 
and a local search based on a heuristic that selects 
the lowest cost of each product in all stores [6]. 

Morales et al. [7] review the developed models, 
the implemented solution methods, and the 
instances used to analyze the performance of the 
algorithms described in the state-of-the-art. 

Finally, it can be identified that one of the 
variants little investigated is the one that involves 
more than one optimization objective, in which the 
total cost of the purchase and the delivery time of 
products are considered. 

Some Internet purchases require optimizing the 
total purchase cost, including the shipping cost and 
delivery time of different online stores [1]. Typically, 
users want to find the store with the lowest total 
cost and the shortest delivery time [1]. 

These decisions allow us to minimize the effort 
and maximize the benefit of the shopping list [10]. 
Chung [8] proposes a new Internet shopping 
optimization model that includes two objectives 
(total cost and delivery time) in which he 

incorporates for the first time a multi-objective 
optimization model. 

Chaerani et al. [9] establishes the similarity 
between the model developed by Chung and the 
maximum flow problem with circular demand 
(MFP-CD) because it matches the multiples 
sources with respect to the multiple stores. 

Chung’s bi-objective model incorporates the 
decision variable on delivery time. Chaerani et al. 
[9] modifies this decision variable into an 
adjustable robust counterpart (ARC) method. 
Chaerani et al. [1] propose the Benders 
decomposition method to solve the Adjustable 
Robust Count Party Problem adapted to “the 
Internet Shopping Problem (ARC-ISOP)”. 

García-Morales et al. [10] propose a “MOEA/D 
algorithm to solve the bi-objective Internet 
shopping optimization problem (MOEA/D-
BIShOP)”; this algorithm presents a basic MOEA/D 
version and has a clear superiority in two of the 
three metrics that were evaluated concerning the 
results of the state-of-the-art. 

This research work proposes the 
implementation of a multi-objective evolutionary 
algorithm based on decomposition with adaptive 
adjustment of control parameters as a solution 
method to “the Bi-objective problem of Internet 
Shopping (MOEA/D-AACPBIShOP)”. 

In the computational feasibility tests, nine 
instances generated using the Web Scraping 
technique with data from technological products 
extracted from Amazon were used [10]. 

1.1 Definition of the Problem 

This model is first proposed by Chung [8] to solve 
“the bi-objective Internet shopping optimization 
problem”. “In this problem, a customer wants to 
buy a set of � products � online, which can be 
purchased in a set of m available stores �. 

Algorithm 1. NSGA-II/BIShOP Algorithm ����	: �: chromosome size, ��: number of targets, ���: maximum number of iterations, �: population 
size, ��: crossing percentage, ���: number of 
crossed individuals, ��: mutation percentage, ���: 
number of mutated individuals, �: number of stores, 
n: number of products, ���: price of each product, ��: 
shipping cost, ���: delivery time. 

������: ��� 

Table 1. Notation table [10] 

Variable/Parameter Description � Group of stores � Group of products � Array solution � Number of stores, |�| � Number of products, |�| � Store indicator � Product indicator 

�� Container of products 
available in a store � �� Shipping cost of all products 
in the store � ��� Cost of product � in store � 

��� Delivery time of a product � 
in store � 

��� 
Binary variable that indicates 
wheter producto � is 
purchased in store � 

 � 
Binary variable indicating 
wheter to add the sipping 
cost of store � 
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  1:   Initialize parameters: chromosome size !", number of targets #�, maximum number 
of iterations $#%, population size �", 
crossover percentage �!, number of crossed 
individuals #!%, mutation percentage �$, 
number of mutated individuals #$%.  
  2:   ��� ←  �����'(_���*('���� (�) 

  3:   - ←  ���_�����'�.�_�/� (���) 
  4:   ��� ←  �/�0���1_���'��. (���, -) 
  5:   ��� ←�/�_3 _�/�0���1_���'��._'��_-/��� (���, -) 
  6:   ���4 ←.(.�����5��'/ 6�*/�'�.�� (���) 
  7:   78%9: ��� ��� �/��./��� ;<       
  8:       ���4 ←  �/��=./ (���4) 
  9:       ���� ←  �*�'���� (���4) 
10:       ��� ←  �./1._(�� (���, ���4, ����) 
11:       - ←  ���_�����'�.�_�/� (���) 
12:       ��� ←  �/�0���1_���'��. (���, -) 
13:       ��� ←�/�_3 _�/�0���1_���'��._'��_-/��� (���, -) 
14:       ��� ←  �/*��'�._(�� (���, �) 
15:       - ←  ���_�����'�.�_�/� (���) 
16:       ��� ←  �/�0���1_���'��. (���, -) 
17:       ��� ←�/�_3 _�/�0���1_���'��._'��_-/��� (���, -) 
18:   :#; 78%9: 

19:   >:��># ���  

Now, the set N@ contains the products available 
in store i, each product � ∈ �� has a cost of ���, a 
shipping cost ��, and a delivery time ���. The 
shipping cost is charged if one or more products 
are purchased in the store �. 

The Bi-objective Internet Shopping 
Optimization Problem (BIShOP) consists of 
minimizing the total cost of purchasing all products N, considering the cost-plus shipping costs, and 
minimizing the delivery time” [10]. Table 1 
describes the parameters and variables used in 
the model. 

The model presents the optimization of two 
objectives: one is the purchase cost, and the other 
is the delivery time limitation. The first objective 
seeks to minimize the purchase cost; the second 
objective seeks to minimize the delivery time of the 
products (see Equation 1): 

Min C C ������ + C �� ��� ,�  

Min Max�,�IJKLMKLN, (1) 

s.t. 

C ��� = 1, ∀� = 1, … , �� , 
C ��� ≤ � � , � = 1, … , �,�  

��� = 0/1,  � = 0/1, 

where � represents the number of stores, � the 
number of products, ∑ ���� = 1 is a limitation that 
indicates that the items to be purchased must be 
chosen only from available stores. ∑ ���� ≤ � � is a 
constraint that implies that a standard shipping 
cost will be applied every time a purchase is made 
in the store, regardless of the products selected, 
and ��� = 0/1,  � = 0/1 indicates that decision 
variables can only take binary values. 

2 General Structure of Multi 
Objective Algorithms Applied to 
BIShOP 

This section provides a detailed explanation of the 
essential components that form the multi-objective 
optimization algorithms utilized in “BIShOP”. To 
represent each solution in the population, these 
algorithms employ a vector representation, which 
is an � vector of � length. This � vector includes all 
the stores from where the products can be 
purchased. Equation 1 shows in detail how the 
calculation of the objective functions is carried out. 

2.1 Crossover Operator 

This operator randomly selects two solutions called 
parent1 and parent2 [11]. The solution child1 is 
generated by taking the initial half of parent1 and 
joining it with the second half of parent2. Later, to 
form child2, the initial half of parent2 is joined with 
the second half of parent1 [12]. Subsequently, a 
random number is generated; if this generated 
value is less than 0.5, the crossover operator 
selects child1; otherwise, it takes child2 to advance 
to the mutation process. 

The crossover operator uses � �/2 � or � �/2 � 
as the crossover point. In the case of the MOEA/D 
algorithm, the crossover operator selects only one 
of the generated children and randomly decides 
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which one will continue with the mutation process 
[10]”. The NSGA-II algorithm allows both offspring 
generated during the crossover process to 
advance to the mutation process. 

2.2 Mutation Operator 

The mutation process of the MOEA/D algorithm 
takes the candidate solution selected by the 
crossover operator. It immediately positions itself 
on the first element of the solution and generates a 
random number; if this random value is less X, the 
current element of the solution is replaced by a 
random value in the online stores range [1, �] [10]. 

This process continues until all elements of the 
current solution have been examined”. The 
mutation process of the NSGA-II algorithm goes 
through all the elements of the vector and searches 
in which store that product has the lowest cost. 
This search ends when all stores in all products 
have been reviewed. 

2.3 The Non-Dominated Sorting Genetic 
Algorithm II to Solve the IShOP Bi-
Objective Problem (NSGA-II/BIShOP) 

NSGA-II is a multi-objective optimization algorithm 
proposed as an improvement of NSGA [13], it uses 
the structure of genetic algorithms and is based on 
these principles: the best individuals never 
disappear from the population and during the 
selection if two non-dominated solutions are found, 
the most diverse one is preferred. 

Algorithm 1 describes the general structure of 
the NSGA-II algorithm applied to the BIShOP 
problem. The algorithm in step 1 starts by defining 
the parameters such as chromosome size �, 
number of targets ��, maximum number of 
iterations ���, population size �, crossover 
percentage ��, number of crossed individuals ���, 
mutation percentage �� and number of mutated 
individuals ���. 

In step 2, a Pop population is created randomly. 
From steps 3 to 5, the population is ordered 
according to the levels of non-dominance (ordering 
of the Pareto fronts: -[, -\,…). Each solution is 
assigned a fitness function according to its level of 
non-dominance (1 is the best level) and it is 
understood that this function must be decreased 
during the process. In step 6, binary tournament 

selection is applied, and a new population called 
PopC is obtained.  

The population obtained in the previous step is 
used in the crossover operator and is updated in 
step 8. In step 9, the mutation operator is applied 
and a new population of PopM descendants is 
obtained. In step 10, the three populations (Pop, 
PopC and PopM) are joined. From steps 11 to 13, 
a ranking is assigned to each individual in the 
fronts and the crowding distance is obtained, 
subsequently they are ordered, first by fronts from 
lowest to highest and then by crowding distance 
from highest to lowest. In step 14 the list of 
elements is truncated to leave only the best 
individuals, and which fits the initial  �. From steps 
15 to 17, the previous process is applied again, 
only to the population that was obtained in the 
previous steps. Finally, in step 19 the NSGA-II 
algorithm returns the front with the best individuals 
obtained in the entire process. 

Algorithm 1 NSGA-II/BIShOP Algorithm ����	: �: chromosome size, ��: number of 
targets, ���: maximum number of iterations, �: 
population size, ��: crossing percentage, ���: 
number of crossed individuals, ��: mutation 
percentage, ���: number of mutated individuals, �: number of stores, n: number of products, ���: 
price of each product, ��: shipping cost, ���: 
delivery time. ������: ��� 
  1:   Initialize parameters: chromosome 
size !", number of targets #�, maximum 
number of iterations $#%, population size �", crossover percentage �!, number of 
crossed individuals #!%, mutation 
percentage �$, number of mutated 
individuals #$%.  
  2:   ��� ←  �����'(_���*('���� (�) 

  3:   - ←  ���_�����'�.�_�/� (���) 
  4:   ��� ←  �/�0���1_���'��. (���, -) 
  5:   ��� ←�/�_3 _�/�0���1_���'��._'��_-/��� (���, -) 
  6:   ���4 ←.(.�����5��'/ 6�*/�'�.�� (���) 
  7:   78%9: ��� ��� �/��./��� ;<       
  8:       ���4 ←  �/��=./ (���4) 
  9:       ���� ←  �*�'���� (���4) 
10:       ��� ←  �./1._(�� (���, ���4, ����) 
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11:       - ←  ���_�����'�.�_�/� (���) 
12:       ��� ←  �/�0���1_���'��. (���, -) 
13:       ��� ←�/�_3 _�/�0���1_���'��._'��_-/��� (���, -) 
14:       ��� ←  �/*��'�._(�� (���, �) 
15:       - ←  ���_�����'�.�_�/� (���) 
16:       ��� ←  �/�0���1_���'��. (���, -) 
17:       ��� ←�/�_3 _�/�0���1_���'��._'��_-/��� (���, -) 
18:   :#; 78%9: 

19:   >:��># ���  

2.4 The Multi-Objective Evolutionary Algorithm 
based on Decomposition with Adaptive 
Adjustment of Control Parameters to Solve 
the IShOP Bi-Objective Problem 
(MOEA/D AACPBIShOP) 

The multi-objective evolutionary algorithm based 
on decomposition (MOEA/D) was developed by 
Zhang and Li [14, 15, 16] and serves as a reliable 
and robust alternative for working with MOPs. 
Initially it makes a distribution of a set of weight 
vectors (]) within the objective functional space. 

Subsequently it creates a matrix of ^ closets 
vectors considering the Euclidean distance 
between the vectors, thus generating 
neighborhoods [17]”. The basic version of the 
MOEA/D algorithm uses the Tchebycheff 
decomposition shown in Eq. 6: 

min 1_` (�a]� , b∗) 

= max[d�de 1]�� |��(�) − b�∗|, (2) 

The MOEA/D-AACPBIShOP algorithm is 
represented in Algorithm 2. In steps 1 to 4, ] 
reference vectors are established, neighborhoods 
are created using the ^ nearest neighbor vectors 
as criteria, and the ideal g point is calculated. 

The main loop runs through all individuals 
within the population. In step 7, two parents are 
chosen. These are taken from the neighborhoods 
created in 5(�). 5(�) is traversed, and two parents 
are chosen randomly; then, the crossover and 
mutation operators are applied to generate a single 
child. In the final part of the algorithm, the g value 
is updated again. 

The aggregation values of the two are 
calculated using ] reference vectors; likewise, the 
aggregation value of the child  � is replaced with a 
simple criterion: if the child  � has an aggregation 
value less than one of the parents, it is replaced; 
otherwise, the parent remains, and the population 
is not modified”. 

Algorithm 2 MOEA/D-AACPBIShOP Algorithm ����	: MOP − Bi-objective IShOP Problem, ��� 
– Population, ���� – Population size, ��(.j�b. – 
File size, Stopping criterion, N – the number of 
subproblems considered in MOEA/D-
AACPBIShOP, A uniform distribution of N 
weight vectors: ][, … , ]k, T – the number of 
weight vectors in the neighborhoods of each 
weight vector ������: l� 

m�#!�%<#": -nn�o5(): obtains an index of an 
action to perform, .�.�*�.o�����('��������.�): 
executes an action according to an index, j(����1p����0 ('��������.�, ���/�=.�.��[�])
: Sliding window that stores the index of action 
to be performed and the improvement in cost, q�1/'�.n.0'/�(j(����1p����0): Updates 
the sliding window rewards. 

  1: l� = ∅ 
  2: Compute the Euclidean distances between 
any two weight vectors and then compute the 
weight vectors T closets to each weight vector. 
  3: s<> � ← 1 �< � ;< 
  4:     5(�) = t�[, … , �uv where  ]�w , … , ]�x  are 6 nearest weight vectors ]� 
  5: :#; s<> 
  6: Generate initial population �[, … , �k 
randomly.     
  7: -�� = -(��) 
  8: Initialize b = (b[, … , be)k for the bi-objective 
IShOP 
  9: 78%9: stopping criterion not met ;< 
10: ���.�'����� = -nn�o5() 
11: .�.�*�.o�����(���.�'�����) 
12:     s<> � ← 1 �< � ;< 
13:         Randomly select two indices k, l from 
B(i), and generate a new solution   from �� and �� using genetic operators 
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14:         Apply a problem-specific 
repair/improvement heuristic on y to produce y' 
15:         s<> � ← 1 �< � ;< 
16:             %s b� < ��( �) �8:# 
17:                 b� = ��( �) 
18:             :#; %s 
19:         :#; s<> 
20:         s<>:�!8 index � ∈ 5(�) ;<  
21:             %s 1_`( �a]� , b) ≤ 1_`(��a]� , b) �8:# 
22:                 �� =  ′ 
23:                 -�� = -( �) 
24:             :#; %s  
25:         :#; s<>:�!8 
26:     Add to j(����1p����0('��������.�, ���/�=.�.��[�]) 
27:     q�1/'�._n.0'/�(j(����1p����0) 
28:     :#; s<> 
29:     remove from EP all solutions dominated 
by F(y’) 
30:     insert F(y’) in EP if there are no solutions 
in EP that dominate  
          F(y’) 
31: :#; 78%9:  

 

In this research work, the modified version of 
the adaptive operator selection method is used to 
achieve adaptive adjustment of control 
parameters. Using the Fitness-Rate-Rank-Based 
Multi-armed Bandit Adaptive (FRRMAB) method 
[18]. The FRRMAB method avoids this problem 
using fitness improvement rates (FIR). The formula 
for calculating these rates is shown in Equation 3: 

-�n�,_ = ���,_ − ���,_���,_ , (3) 

where ���,_ is the fitness value of the parent, and ���,_ is the fitness value of the children. The reward (Reward�) of the actions is calculated by adding 
the FIR values of each action within the sliding 
window, they are ordered in descending order and 
classified, using the rank (Rank�) for each action � 
[18]. In the end, only the best stocks are selected, 
considering the decay factor � ∈  [0,1]. Rewards 
Reward� are transformed using Equation 4: 

Decay� = �RankK × Reward� . (4) 

To assign credits to action �, use Equation 5: 

-nn�,_ = Decay�∑ Decay����[ . (5) 

The lower the � decay value, the more likely it 
is to influence the stock’s upside. The credit 
allocation process is represented in Algorithm 
3 [17]. 

Algorithm 3 Assignment of credits 
  1: Initialize each reward n.0'/�� = 0 
  2: Initialize  �� = 0; 
  3: s<> � ← 1 �< SlidingWindow. length ;< 
  4:     '����� =SlidingWindow. GetIndexaction(�) 
  5:     -�n = SlidingWindow. GetFIR(�) 
  6:     n.0'/���_��� = n.0'/���_��� + -�n 
  7:     ���_��� + + 
  8: :#;s<> 
  9: Rank n.0'/��  in descending order and set n'���  tobe the rank value of action � 
10: s<> '����� ← �< £ ;< 
11:     �.�' ��_��� = �¤���¥¦§K¨© × n.0'/���_��� 
12: :#;s<> 
13:     �.�' j*� =  ∑ �.�' ��_������_����[  
14: s<> '����� ← �< £ ;< 
15:     -nn��_��� = �.�' ��_���/�.�' j*� 
16: :#;s<>  

Bandit-based action selection chooses a stock 
considering the credits assigned to it and using the 
FRR values as a quality indicator [18], this process 
is shown in Algorithm 4. 

Algorithm 4 Bandit-based action selection 
if there are actions that have not been selected 
then 

action_ = randomly select a security from the 
action pool 

else 

action_ = argmax��[,…,� ª-nn�,_ + 4
× «2 × lnI∑ ¬��,_N���[ ��,_ ® 

end if 

Algorithm 5 contains the various actions that 
are executed when the variable '��������.� is 
evaluated and said action determines the increase 
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or decrease in the value of the parameters that are 
adjusted adaptively. 

Algorithm 5 executeAction ����	: '��������.�: value of the stock selected by 

the FRRMAB method.  

 

  1:  ¯7%�!8('��������.�) 

  2:  °�": ±: 
  3:        �� =  �� +  0.0001; 
  4:        �� =  �� +  0.0001; 
  5:        �1�' =  �1�' +  0.0001; 
  6:  ²>:�³; 
  7:  °�": ´: 
  8:        �� =  �� −  0.0001; 
  9:        �� =  �� −  0.0001; 
10:        �1�' =  �1�' −  0.0001; 
11:  ²>:�³; 
12:  °�": µ: 
13:        �� =  �� +  0.0001; 
14:  ²>:�³; 
15:  °�": ¶: 
16:       �� =  �� +  0.0001; 
17:  ²>:�³; 
18:  °�": ·: 
19:       �1�' =  �1�' +  0.0001; 
20:   ²>:�³; 
21:   °�": ¸: 
22:       �� =  �� −  0.0001; 
23:   ²>:�³; 
24:   °�": ¹: 
25:       �� =  �� −  0.0001; 
26:   ²>:�³; 
27:   °�": º: 
28:       �1�' =  �1�' −  0.0001; 
29:   ²>:�³; 
30:   °�": »: 
31:       �� =  �� +  0.0001; 
32:       �1�' =  �1�' +  0.0001; 
33:   ²>:�³; 
34:   °�": ±¼: 
35:       �� =  �� +  0.0001; 
36:       �� =  �� +  0.0001; 
37:   ²>:�³; 
38:   °�": ±±: 
39:       �1�' =  �� +  0.0001; 
40:       �1�' =  �1�' +  0.0001; 
41:   ²>:�³; 
42:   °�": ±´: 

43:       �� =  �� −  0.0001; 
44:       �1�' =  �1�' −  0.0001; 
45:   ²>:�³; 
46:   °�": ±µ: 
47:       �� =  �� −  0.0001; 
48:       �� =  �� −  0.0001; 
49:   ²>:�³; 
50:   °�": ±¶: 
51:       �� =  �� −  0.0001; 
52:       �1�' =  �1�' −  0.0001; 
53:   ²>:�³; 

3 Computational Experiments 

The names of instances determine their size, � is 
the number of stores, and � is the number 
of products. For the experimental test, three sets of 
real-world instances of different sizes were used, 
and each subset contains 30 instances, as can be 
seen in Table 2 [10]”. 

The designs are obtained from Web Scraping 
of multiple technological products (USB flash, 
Modem, RAM) that were carried out on Amazon’s 
e-commerce website. In this process, 
approximately 8002 records containing product 
names, prices, suppliers, delivery time, and 
shipping costs were obtained [10]. 

Fig. 1 shows the process of building the 
instances from real-world data described below: 
collect product and store information from the 
Amazon.com page. 

Build an application in the Python language that 
allows us to explore within the search engine and 
obtain information using the Web Scraping 
technique, using various keywords such as laptop, 
headphones, and speakers, among others. 

With a depth of 10 pages for each, the Beautiful 
Soup Python library is used to process the 
information [10]. A first version of the instances has 
been generated, and its construction is carried out 
by taking the products obtained with a defined 
price range and the stores are obtained. 

Shipping times are defined arbitrarily 
(randomly) with values between 1 and 5 days. For 
the shipping cost, four arbitrary values are used, 
which are assigned randomly. These values are 
88, 99, 120, and 140. The types of instances 
generated are shown in Table 2 [10]”. 
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3.1 Configuration of the Parameters 

The configuration parameters of the proposed 
MOEA/D-AACPBIShOP algorithm is shown below 
pop = 100, pc = 0.5, pm = 0.01, maxIter = 100, 
and X O 0.02. 

The above configuration was determined based 
on related works found in the state-of-the-art. 
Modifying the values of the parameters can affect 
the behavior of the algorithm and, therefore, the 
quality of the solutions. 

The size of the population is important because 
it affects the diversity and convergence of the 
algorithm. A small population can lead to loss of 
performance, diversity, and early convergence. 

An inadequate number of generations can 
cause the algorithm to converge prematurely or 
have excessive resource consumption, and 
incorrect use of the crossover and mutation 
operators can lead to deadlocks or inefficient 
explorations of the solution space and the size of 
the neighborhood because it determines the 
number of neighboring solutions to explore 
contributes to the quality of the 
generated solutions. 

In the computational experiments, the 30 non-
dominated fronts were obtained from each of the 
three sets of instances for each subset; 
subsequently, non-parametric tests were applied, 
and the � f ='(*. was obtained to determine if 
there were significant differences in favor of the 
implemented algorithm”. 

Table 3 shows the parameters used for each 
algorithm used. The algorithms were implemented 
in the Java language. 

3.2 Results 

Tables 4, 6, and 8 organize the experimental 
results by metric. Friedman and Wilcoxon non-
parametric tests were used with a significance 
level of 5%. 

The first column of each table corresponds to 
the evaluated instance name. The second column 
corresponds to the reference algorithm results 
(MOEA/D-BIShOP). The third column contains the 
results of the proposed MOEA/D-AACPBIShOP 
and the fourth the results of the NSGA-II algorithm. 

In the table, the symbol ▲ represents the 
statistical significance in favor of the reference 
algorithm, the symbol ▼ indicates that there is 
significant statistical difference in favor of the 
comparison algorithm (current column), and the 
symbol == means that the algorithms being 
compared have the same statistical performance. 

The cells marked in dark gray represent the 
winning algorithm in a given problem and the front, 
and second places are marked in light gray. 

3.1.1 Hypervolume 

“The hypervolume (HV) calculates the volume of 
the objective space weakly dominated by an 
approximation set [17]. The first column in Table 4 
represents the reference algorithm”. As can be 
seen, in the hypervolume metric, the NSGA-
II/BIShOP algorithm is better in five of the nine 
problems compared to the reference algorithm and 
compared to the MOEA/D-AACPBIShOP 
Algorithm it has a similar performance. 

3.1.1.1 Friedman Test 

“The p-value calculated with the Friedman test is 
0.12110333239233029, so with a level of statistical 

 

Fig. 1. General instance generation process [10] 

Table 2. Definition of instances 

Small Medium Large 

3n20m 5n240m 50n400m 

4n20m 5n400m 100n240m 

5n20m 50n240m 100n400m 

Table 3. Parameter configuration of multi-
objective algorithms 

Variable MOEA/D-
BIShOP 

MOEA/D-
AACPBIShOP 

NSGA-
II/BIShOP 

pop 100 100 100 

pc 0.5 *0.5 0.5 

pm 0.01 *0.01 0.01 

maxIter 100 100 100 

µ -- 0.02 0.02 
*Initial values before adaptive adjustment 
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significance of 5%, it is significant. Table 5 below 
shows the average ranks per algorithm obtained 
with the Friedman test”. The Friedman test 
suggests that no algorithm differs significantly. 

The above shows that the algorithm obtains 
better approximate Pareto fronts for all the 
evaluated instances. 

3.1.2 Generalized Spread 

“Generalized Spread (GS) evaluates the degree of 
dispersion and uniformity of the solutions 
identified. In Table 6, the first column is the 
reference algorithm”. 

As can be seen, in the generalized spread metric, 
the reference algorithm is statistically better in one 
of nine problems compared to the MOEA/D-
AACPBIShOP Algorithm and compared to the 
NSGA-II/BIShOP it has a lower performance. 

3.1.2.1 Friedman Test 

“The p-value calculated with the Friedman test is 
0.09697196786440554, so with a level of statistical 
significance of 5%, it is significant. Table 7 below 
shows the average ranks per algorithm obtained 
with the Friedman test”. The Friedman test 
suggests that no algorithm differs significantly. 
Therefore, the approximate Pareto fronts obtained 
in the three algorithms have similar performance. 

Table 4. Results HV (median and IQR values) 

Problem MOEA/D-BIShOP MOEA/D-AACPBIShOP NSGA-II/BIShOP 

3n20m 0.00e+00 3.33e-01 3.33e-01 3.33e-01 == 1.00e+00 3.33e-16▼ 
4n20m 0.00e+00 2.50e-01 0.00e+00 2.50e-01 == 1.00e+00 2.50e-01▼ 
5n20m 0.00e+00 3.24e-01 0.00e+00 3.33e-01 == 1.00e+00 3.33e-16▼ 

5n240m 0.00e+00 3.33e-01 0.00e+00 3.33e-01 == 1.00e+00 3.33e-16▼ 
5n400m 0.00e+00 0.00e+00 0.00e+00 3.33e-01 == 1.00e+00 3.33e-16▼ 

50n240m 0.00e+00 0.00e+00 0.00e+00 0.00e+00 == 0.00e+00 0.00e+00 == 
50n400m 0.00e+00 0.00e+00 0.00e+00 0.00e+00 == 0.00e+00 0.00e+00 == 
100n240m 1.00e+00 0.00e+00 1.00e+00 0.00e+00 == 0.00e+00 0.00e+00 == 
100n400m 1.00e+00 0.00e+00 0.00e+00 0.00e+00 == 1.00e+00 0.00e+00 == 

Table 5. Average ranks for HV 

Algorithm AVG Rank 

NSGA-II/BIShOP 1.44 
MOEA/D-AACPBIShOP 2.22 

MOEA/D-BIShOP 2.33 

Table 6. Results GS (Median and IQR values) 

Problem MOEA/D-BIShOP MOEA/D-AACPBIShOP NSGA-II/BIShOP 

3n20m 4.86e-01 1.02e-01 4.83e-01 6.74e-02 ▼ 4.66e-01 5.52e-02 ▼ 
4n20m 4.15e-01 6.55e-02 4.15e-01 6.64e-02 == 4.05e-01 5.43e-02 ▼ 
5n20m 4.86e-01 1.28e-01 4.98e-01 9.84e-02 ▲ 4.66e-01 5.52e-02 ▼ 

5n240m 4.94e-01 9.88e-02 4.89e-01 7.74e-02 ▼ 4.76e-01 8.29e-02 ▼ 
5n400m 4.15e-01 8.92e-02 4.11e-01 7.67e-02 ▼ 4.07e-01 6.41e-02 ▼ 

50n240m 0.00e+00 0.00e+00 0.00e+00 0.00e+00 == 0.00e+00 0.00e+00 == 
50n400m 0.00e+00 0.00e+00 0.00e+00 0.00e+00 == 0.00e+00 0.00e+00 == 

100n240m 0.00e+00 0.00e+00 0.00e+00 0.00e+00 == 0.00e+00 0.00e+00 == 
100n400m 0.00e+00 0.00e+00 0.00e+00 0.00e+00 == 0.00e+00 0.00e+00 == 
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3.1.3 Inverted Generational Distance 

“The inverted generation distance (IGD) gives the 
average distance between any point in the 
reference set and its nearest point in the 
approximation set [18]. In Table 8, the second 
column is considered as the reference algorithm”. 

As can be seen, in the generalized spread 
metric, the reference algorithm is statistically better 
in four of nine problems compared to the MOEA/D-
AACPBIShOP Algorithm and compared to the 
NSGA-II/BIShOP it has a lower performance. 

3.1.3.1 Friedman Test 

“The p-value calculated with the Friedman test is 
1.0, so with a level of statistical significance of 5%, 
it is not significant. Table 9 below shows the 
average ranks per algorithm obtained with the 
Friedman test”. The Friedman test suggests that 
no algorithm differs significantly. Therefore, the 
inverted generation distance metric indicates that 
the three algorithms find the best solution in 
fewer iterations. 

4 Conclusions and Future Work 

Finally, with the results obtained, it is observed that 
the three proposed multi-objective algorithms have 
a statistically similar performance in three 
evaluated metrics, which suggests that the 
algorithms have good dispersion in the solutions 
and a similar convergence. 

Therefore, it is assumed that by using other 
genetic operators and including new elements the 
performance of these new BIShOP solution 
methods can be improved. 

This paper proposes future work to explore and 
develop genetic operators. They would also be 
very useful in online stores, Internet search 
engines, and other complex problems similar 
to BIShOP. 

These tools allow Internet searches to be 
carried out considering more than one attribute at 
a time and allow more than one solution to be 
chosen that can provide great benefits to users 
and companies. 

Table 7. Average ranks for GS 

Algorithm AVG Rank 

NSGA-II/BIShOP 1.44 

MOEA/D-AACPBIShOP 2.11 

MOEA/D-BIShOP 2.44 

Table 8. Results IGD (median and IQR values) 

Problem MOEA/D-BIShOP MOEA/D-AACPBIShOP NSGA-II/BIShOP 

3n20m 6.94e-01 1.93e-01 6.94e-01 2.20e-01 == 6.65e-01 2.57e-01▼ 

4n20m 1.58e+00 8.64e-01 1.59e+00 8.74e-01 ▲ 1.53e+00 9.49e-01▼ 

5n20m 9.53e-01 6.41e-01 9.60e-01 6.45e-01 ▲ 8.92e-01 7.43e-01▼ 

5n240m 1.87e+00 1.25e+00 1.89e+00 1.16e+00 ▲ 1.83e+00 1.30e+00▼ 

5n400m 1.77e+00 1.23e+00 1.79e+00 1.12e+00 ▲ 1.73e+00 1.39e+00▼ 

50n240m 1.34e+154 0.00e+00 1.34e+154 0.00e+00 == 1.34e+154 0.00e+00 == 

50n400m 1.34e+154 0.00e+00 1.34e+154 0.00e+00 == 1.34e+154 0.00e+00 == 

100n240m 1.34e+154 0.00e+00 1.34e+154 0.00e+00 == 1.34e+154 0.00e+00 == 

100n400m 1.34e+154 0.00e+00 1.34e+154 0.00e+00 == 1.34e+154 0.00e+00 == 

Table 9. Average ranks for IGD 

Algorithm AVG Rank 

NSGA-II/BIShOP 2 

MOEA/D-AACPBIShOP 2 

MOEA/D-BIShOP 2 
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Abstract. Within the multi-objective (static) optimization 
field, various works related to the adaptive selection of 
genetic operators can be found. These include multi-
armed bandit-based methods and probability-based 
methods. For dynamic multi-objective optimization, 
finding this type of work is very difficult. The main 
characteristic of dynamic multi-objective optimization is 
that its problems do not remain static over time; on the 
contrary, its objective functions and constraints change 
over time. Adaptive operator selection is responsible for 
selecting the best variation operator at a given time 
within a multi-objective evolutionary algorithm process. 
This work proposes incorporating a new adaptive 
operator selection method into a Dynamic Multi-
objective Evolutionary Algorithm Based on 
Decomposition algorithm, which we call DMOEA/D-SL. 
This new adaptive operator selection method is based 
on a reinforcement learning algorithm called State-
Action-Reward-State-Action Lambda or SARSA (λ). 
SARSA Lambda trains an Agent in an environment to 
make sequential decisions and learn to maximize an 
accumulated reward over time; in this case, select the 
best operator at a given moment. Eight dynamic multi-
objective benchmark problems have been used to 
evaluate algorithm performance as test instances. Each 
problem produces five Pareto fronts. Three metrics were 
used: Inverted Generational Distance, Generalized 
Spread, and Hypervolume. The non-parametric 
statistical test of Wilcoxon was applied with a statistical 
significance level of 5% to validate the results. 

Keywords. Adaptive, operator, selection, dynamic, 
multi-objective, optimization. 

1 Introduction 

A definition proposed by Azzouz [1] for a dynamic 
problem is: “dynamic multi-objective optimization 
problem (DMOP) is the problem of finding a vector 
of decision variables which satisfies a set of 
constraints and optimizes a vector of functions 
whose scalar values They represent objectives 
that change over time.” A DMOP can be defined as 
follows in Equation 1: 

Min or Max: ���, �� =
�	
��, ��, 	���, ��, … , 	��, ��� 

� ∈ �� 

s.t. 

���, �� > 0 

ℎ��, �� = 0 

��
� ≤ � ≤ ��

� , � = 1,2, … , �, 

(1) 

where � is the vector of decision variables, � is its 
size, �� represents the solution space, 	 is the set 
of objectives to be maximized or minimized 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 739–749
doi: 10.13053/CyS-28-2-5018

ISSN 2007-9737



concerning time, � and h represent the set of 
inequalities and equalities, respectively, � 
represents the time or dynamic nature of the 
problem, and � is the number of objectives. 

Algorithm 1 SARSA (�) 
Parameters:  : #earning rate, 

$: Policy parameter ε-greedy, 
%: Discount factor, 
�: Controls the amount of forward 
and backward learning 

Variables: &': Current state, 
&'(
: Next state, 
)': Current action, 
Reward: Reward calculated for the 
next state and the current action, 
QTable: Table of Q values 
representing the state-action value 
function 

Initialize QTable() 
foreach episode do 

S_t <- InitialState 
foreach step of episode do 

)_� ← chooseAction(&', $) 
&'(
 ← takeAction()') 
)'(
 ← chooseAction(&'(
, ε) 
updateTraces(&' , )') //-�&', )'� . /λ 1 γ ∗ -�&', )'� 4 1 
Reward ← getReward(S_{t+1}, A_t) 

Delta ← Reward + γ5�&�41, )�41� / 5�&�, )�� 

updateQTable(&', )', Reward, &'(
, δ) 
&' ← &'(
 
)' ← )'(
 

end for 
end for 

Ke Li [2] mentions that the recurring problems 
within single-objective and multi-objective 
optimization are determining a specific 
configuration for the control parameters and the 
selection of the correct genetic operators for each 
type of problem; this leads us to have different 
scenarios for solving problems, this becomes more 
complicated when the person is not an EA expert. 

Search operators are of great importance in 
metaheuristics. Some operators are better for 
solving a specific problem. On the other hand, the 
selection and order of use of these operators can 
affect the performance of an algorithm [3]. 

In this case, we focus on selecting the correct 
genetic operator; adaptive operator selection, also 
called AOS, is used. The AOS is responsible for 
automatically determining which variation operator 
to use at a given time within a MOEA process. 

Within the state of the art for AOS, the most 
recent works found correspond to methods based 
on multi-arm bandits applied to static 
multi objective optimization algorithms based 
on decomposition. 

In this work, a new adaptive operator selection 
mechanism is proposed, which is based on the 
SARSA (λ) reinforcement learning technique. This 
new AOS mechanism has been incorporated into 
the DMOEA/D algorithm and compared against the 
state-of-the-art algorithm, which was also applied 
to the DMOEA/D algorithm. 

2 Background and Related Work 

The AOS comprises two main tasks [4]: credit 
assignment and operator selection. In the first task, 
the reward or weight of each operator is 
determined by their performance. The second task 
selects the best available operator. 

Credits can be assigned in different ways 
depending on our method or algorithm. However, 
in general, it can be done based on the 
improvement of the children's fitness concerning 
the parents, and it can also be done based on a 
ranking of the operators. 

Depending on how the operator selection task 
works, the AOS is divided into two groups: one 
encompasses all methods based on a probabilistic 
approach, and the other encompasses a multi-arm 
bandit approach (MAB). 

 
Fig. 1. Test-and-apply structure [7] 

 

Fig. 2. Interaction Agent-Environment 
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Algorithm 2. DMOEA/D-SL 
Input: DMOP: Dynamic multi-objective problem, 

Pop: Population List, 
nPop: Population size, 
fileSize: MOEA/D file size, 
N: The number of subproblems considered in MOEA/D, 
A: Uniform distribution of N weight vectors: λ
, … , λ7, 
T: The number of weight vectors in the neighborhood of 
each weight vector, 
numStates: Number of states for algorithm SARSA (λ), 
numActions: Number of actions / genetic operators, 
 : Learning rate, 
$: Policy parameter ε-greedy, 
%: Discount factor, 
�: Controls the amount of forward and backward learning, 
nT: Change frequency, 
tauT: Severity of change 

Output: Frontf: Pareto estimate front for each problem change 

89 = ∅ 

Compute the Euclidean distances between any two weight vectors 
and then compute the closest weight vectors T to each weight vector. 

Agent ← SarsaLambdaAlgorithm(numStates, numActions,  , %, $, �) 

for � ← 1 to ; do <��� = ��
, … , �=� 
/*where λ�> , … , λ�? are the @ closest weight vectors to λ� */ 

end for 

Generate an initial pop �
, … , �A randomly for the specific problem. �B� = ����� 
Initialize C = �C
, … , C�A for the specific problem 
time=0 
detectors=GetDetectorList(Pop) 
it=0 
f=1 

while stopping criteria not met do &' ← initialState )' ← Agent.chooseAction�&'� 
QVal' ← Agent.getQValue�&',  )'� 

for � ← 1 to �9DE do F′ ← takeAction�)'� 
for H ← 1 to � do 

if CI < 	I�FJ� then CI ← 	I�FJ� 
end if 

end for 

foreach index H ∈ <��� do 

if �'KLFJM�I , CN ≤ �'KL�IM�I , CN then �I ← F′ �BI ← ��FJ� &' ← &O &'(
 ← nextState�� )'(
 ← Agent.chooseAction�&'(
� 5BPQ'(
 ← Agent.getQValue�&'(
, )'(
� 
Agent.updateEligibilityTraces�&' ,  )'� 
reward ← Agent.getReward�&' ,  )'� R ← reward + %5�&'(
, )'(
� − 5�&' , )'� 
Agent.updateQTable�reward, 5BPQ' , 5BPQ'(
, R� &' ← &'(
 )' ← )'(
 5BPQ' ← 5BPQ'(
 

else if &' ← &
 

&'(
 ← nextState�� )'(
 ← Agent.chooseAction�&'(
� 5BPQ'(
 ← Agent.getQValue�&'(
, )'(
� )gent.updateEligibilityTraces�&' ,  )'� 
reward ← Agent.getReward�&' ,  )'� R ← reward + %5�&'(
, )'(
� − 5�&' , )'� 
Agent.updateQTable�reward, 5BPQ' , 5BPQ'(
, R� &' ← &'(
 )' ← )'(
 5BPQ' ← 5BPQ'(
 

end if 
end foreach 

end for 

Remove from EP all solutions dominated by F(y’) 
Insert ��F’� in EP if there are no solutions in EP that dominate ��F’� 

Time = 1�@ × T1 × ��
tauT

U 
if problemChangeDetection(decetors, time) then 

insert EP into Frontf 
Initialize C = �C
, … , C�A for the specific problem 
Evualuate Pop 
Execute changeResponseMechanism() �B� = �L��N 
Remove from EP all solutions dominated by ��F’� 
Insert ��F’� in EP if there are no solutions in EP that dominate ��F’� 	 = 	 + 1 

end if 

Agent.reinitializeQTable�� �� = �� + 1 
end while 
return Frontf 

In the multi-arm bandit approach, AOS uses the 
“multi-arm bandit (MAB) problem paradigm” [2], 
which considers each operator as an arm of a slot 
machine, each with an unknown reward 
probability. These methods seek to maximize the 
reward accumulated during the process and model 
these rewards to select the best operator (arm) at 
each moment. 

In our previous work [5], we have applied “the 
Fitness-Rate-Rank-based Multi-Armed Bandit 
(FRRMAB)” [2], “Adaptive Operator Selection 
Based on Dynamic Thompson Sampling (DYTS)” 
[6], and “Adaptive operator selection with test-and-
apply structure for decomposition-based multi-
objective optimization (TAOS)” [7] methods to a 
dynamic version of the MOEA/D algorithm to 
observe its behavior. 

Another of the most recent works in the area is 
“A novel bicriteria assisted adaptive operator 
selection (B-AOS) strategy for decomposition-
based multi-objective evolutionary algorithms 
(MOEA/Ds)” proposed in 2021 by Wu Lin [8]. This 
approach employs two groups of operators; each 
group includes two genetic operators with different 
search patterns. 
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In addition, it uses two criteria, which 
emphasize convergence and diversity, to help 
select the appropriate operator. In the probabilistic 
approach, a probability is attached to each 
operator, and its selection process is similar to that 
of a roulette wheel; the operators with the highest 
probabilities will be those who will have a larger 
area on the roulette wheel and will be the ones who 
will have a greater chance of being selected. 

The most popular methods within this group are 
Probability Matching [9] and Adaptive Pursuit [10]. 
Another work is “Adaptive crossover operator 
based multi-objective binary genetic algorithm for 
feature selection in classification” which uses a 
probability-based AOS within a multi-objective 

genetic algorithm to solve feature selection 
problems [11]. 

The strategies mentioned above are applied to 
static multi-objective algorithms in the state-of-the-
art. In this work, it has been decided to use the 
most recent strategy, “Adaptive operator selection 
with test-and-apply structure for decomposition-
based multi-objective optimization (TAOS)” [7] and 
apply it to a dynamic multi-objective algorithm to 
compare the state-of-the-art strategy with the 
strategy proposed in this work. 

2.1 Adaptive Operator Selection with Test-and-
Apply Structure for Decomposition-based 
Multi-Objective Optimization (TAOS) 

In this approach proposed by Lisha Dong in 2022 
[6], the whole evolutive process is structured into 
several continuous sections, each designed to 
execute testing and application phases. 

2.1.1 Test Phase 

In the testing phase, each operator is tested in the 
same environment. The testing phase is divided 
into N parts, as shown in Figure 1: test1, …, and 
testN. All operators will be evaluated once in order. 
Therefore, the total number of function evaluations 
for the testing phase is defined as follows, as 
shown in Equation 2: 

�8test = V × ;, (2) 

where V denotes the number of operators, and the 
population size is defined by ;. When an operator 
is applied in the search process, its impact needs 
to be measured; a successful update indicator 
(&WX) is introduced to assign credits to the 
operator. &WX is defined as follows as sampled in 
Equation 3: 

&WX =
⎩⎪⎨
⎪⎧ 1,  if the generated 

solution is better than              at least one solution 
in the population,0,  and otherwise.

 (3) 

A child solution updates the first solution, and 
the &WX value changes from 0 to 1; if the child 
continues updating the solutions, the &WX will 
remain unchanged. 

Table 1. Benchmark problems 

Problem Objectives Change 
frequency 

Change 
severity 

dMOP1 
[15] 

2 100 10 

dMOP2 
[15] 2 100 10 

FDA1 [16] 2 100 10 

FDA3 [16] 2 100 10 

DF4 [17] 2 100 10 

DF6 [17] 2 100 10 

DF10 [17] 3 100 10 

DF12 [17] 3 100 10 

Table 2. Algorithm parameters 

Variables/ 
Parameters 

DMOEA/D-
TAOS DMOEA/D-SL 

maxIt 100 100 

nPop 100 100 

fileSize 100 100 

Zeta 0.2 0.2 

K 1 -- 

alpha -- 0.04 

gamma -- 0.08 

lambda -- 0.07 

epsilon -- 0.1 
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2.1.1 Apply Phase 

When the testing phase has finished, the 
successful updates count (&W^) is obtained for 
each operator; this is shown in Equation 4: 

&W^_` = a &WX_`� ,
�b


 (4) 

where &WX_`�  indicates that the operator DE is tested 
in evaluating the ��ℎ function of the testing 
phase. To select the operator, we compare them 
with each other. 

The operator with the &W^ with the highest 
value will be the one selected to be applied in the 
application phase of that segment. The number of 
function evaluations for the application phase in 
each segment is defined in Equation 5: 

Table 3. Hypervolume (median and IQR values) 

Problem Front DMOEA/D-TAOS DMOEA/D-SL 

FDA1 

1 6.32e-01 6.24e-03 6.31e-01 8.39e-03 ▲ 
2 6.33e-01 5.76e-03 6.32e-01 5.35e-03 ▲ 
3 6.29e-01 7.83e-03 6.30e-01 8.70e-03 == 
4 6.33e-01 5.44e-03 6.33e-01 8.34e-03 ▼ 
5 6.31e-01 7.67e-03 6.35e-01 5.83e-03 ▼ 

FDA3 

1 6.56e-01 5.97e-03 6.55e-01 4.65e-03 == 
2 6.86e-01 7.86e-03 6.84e-01 4.33e-03 == 
3 6.63e-01 3.52e-03 6.61e-01 4.50e-03 ▲ 
4 6.51e-01 3.86e-03 6.49e-01 4.44e-03 ▲ 
5 6.50e-01 6.20e-03 6.47e-01 8.16e-03 ▲ 

DMOP1 

1 4.28e-01 3.71e-03 4.27e-01 4.36e-03 ▲ 
2 4.07e-01 3.13e-03 4.07e-01 2.48e-03 == 
3 3.88e-01 1.98e-03 3.88e-01 2.34e-03 ▲ 
4 3.72e-01 2.27e-03 3.71e-01 2.42e-03 == 
5 3.58e-01 2.20e-03 3.58e-01 1.96e-03 == 

DMOP2 

1 4.28e-01 2.30e-03 4.27e-01 1.93e-03 ▲ 
2 4.05e-01 2.61e-03 4.05e-01 3.10e-03 ▲ 
3 3.86e-01 2.55e-03 3.86e-01 3.10e-03 ▼ 
4 3.69e-01 2.25e-03 3.68e-01 2.53e-03 ▲ 
5 3.55e-01 1.49e-03 3.55e-01 3.76e-03 ▼ 

DF4 

1 6.83e-01 4.06e-03 6.80e-01 8.08e-03 ▲ 
2 7.34e-01 4.68e-03 7.32e-01 3.60e-03 ▲ 
3 7.72e-01 3.46e-03 7.72e-01 3.36e-03 == 
4 8.04e-01 2.04e-03 8.03e-01 2.91e-03 ▲ 
5 8.26e-01 3.16e-03 8.26e-01 3.39e-03 ▲ 

DF6 

1 3.71e-02 6.53e-04 3.70e-02 9.11e-04 ▲ 
2 0.00e+00 0.00e+00 0.00e+00 0.00e+00 == 
3 3.51e-02 1.06e-01 3.81e-02 2.02e-01 ▼ 
4 1.06e-01 1.75e-01 1.08e-01 2.97e-01 ▼ 
5 2.12e-01 2.13e-01 2.15e-01 3.40e-01 ▼ 

DF10 

1 8.36e-01 6.66e-03 8.36e-01 5.48e-03 ▼ 
2 8.30e-01 7.12e-03 8.31e-01 5.09e-03 ▼ 
3 8.11e-01 6.06e-03 8.12e-01 5.20e-03 ▼ 
4 7.82e-01 5.58e-03 7.82e-01 5.14e-03 ▲ 
5 7.45e-01 6.38e-03 7.45e-01 4.35e-03 ▼ 

DF12 

1 3.04e-01 1.18e-02 3.06e-01 2.47e-02 == 
2 6.53e-01 1.39e-02 6.47e-01 1.71e-02 ▲ 
3 6.46e-01 1.16e-02 6.51e-01 1.17e-02 == 
4 6.53e-01 1.63e-02 6.50e-01 1.90e-02 ▲ 
5 6.53e-01 1.57e-02 6.46e-01 2.71e-02 ▲ 
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�8apply = �8test 1 c, (5) 

where k handles the resources for the testing and 
application phases, a shorter value of c, i.e., c < 1, 
assigns more resources to the testing phase 
versus the application phase; a larger value of c 
makes fewer resources available for the 
testing phase. 

2.2 Reinforcement Learning 

Reinforcement learning is “learning how to do and 
map situations to actions to maximize a numerical 
reward signal. An Agent needs to be told what 
actions to take; instead, she must discover which 
actions yield the most significant reward by at-
tempting them” [12]. 

Table 4. Generalized Spread (median and IQR values) 

Problem Front DMOEA/D-TAOS DMOEA/D-SL 

FDA1 

1 5.16e-01 1.91e-01 4.63e-01 1.90e-01 ▼ 
2 5.58e-01 1.45e-01 4.38e-01 1.20e-01 ▼ 
3 5.34e-01 1.67e-01 4.68e-01 1.49e-01 ▼ 
4 5.27e-01 1.59e-01 4.82e-01 1.50e-01 ▼ 
5 5.59e-01 1.40e-01 4.65e-01 1.29e-01 ▼ 

FDA3 

1 6.65e-01 2.03e-01 6.96e-01 1.57e-01 == 
2 6.22e-01 2.27e-01 5.86e-01 3.57e-01 ▼ 
3 8.44e-01 1.47e-01 8.34e-01 1.41e-01 ▼ 
4 6.48e-01 7.09e-02 6.37e-01 6.86e-02 ▼ 
5 4.70e-01 4.49e-02 4.44e-01 4.73e-02 ▼ 

DMOP1 

1 7.46e-01 5.48e-02 7.33e-01 1.47e-01 == 
2 7.42e-01 7.13e-02 7.27e-01 6.02e-02 ▼ 
3 7.62e-01 1.05e-01 7.45e-01 6.63e-02 ▼ 
4 7.53e-01 7.05e-02 7.48e-01 7.32e-02 ▼ 
5 7.40e-01 1.17e-01 7.37e-01 6.95e-02 == 

DMOP2 

1 7.27e-01 7.21e-02 7.50e-01 9.14e-02 ▲ 
2 6.86e-01 8.37e-02 6.73e-01 7.78e-02 ▼ 
3 6.92e-01 9.39e-02 7.00e-01 7.33e-02 == 
4 6.86e-01 5.62e-02 6.93e-01 1.12e-01 == 
5 6.85e-01 6.99e-02 6.83e-01 6.99e-02 == 

DF4 

1 8.38e-01 1.47e-01 8.77e-01 1.78e-01 == 
2 8.39e-01 1.11e-01 8.56e-01 1.47e-01 == 
3 1.00e+00 4.66e-02 9.83e-01 6.08e-02 ▼ 
4 1.12e+00 3.52e-02 1.10e+00 5.37e-02 ▼ 
5 1.16e+00 7.50e-02 1.15e+00 5.48e-02 ▼ 

DF6 

1 7.02e-01 8.48e-02 6.96e-01 8.28e-02 == 
2 9.41e-03 4.32e-03 9.20e-03 1.12e-02 == 
3 1.05e-01 4.86e-02 1.10e-01 1.01e-01 ▲ 
4 1.07e-01 3.28e-02 1.10e-01 7.07e-02 ▲ 
5 1.29e-01 8.68e-03 1.33e-01 3.10e-02 ▲ 

DF10 

1 7.32e-01 1.49e-01 7.61e-01 1.50e-01 ▲ 
2 7.78e-01 1.78e-01 7.93e-01 1.11e-01 == 
3 7.66e-01 1.69e-01 7.73e-01 1.15e-01 ▲ 
4 7.54e-01 1.83e-01 7.50e-01 9.83e-02 ▼ 
5 7.96e-01 2.02e-01 7.57e-01 1.38e-01 == 

DF12 

1 5.14e-01 3.90e-02 4.76e-01 5.83e-02 ▼ 
2 4.96e-01 4.41e-02 5.05e-01 3.89e-02 ▲ 
3 5.14e-01 3.21e-02 5.07e-01 3.29e-02 ▼ 
4 5.12e-01 5.60e-02 5.14e-01 3.97e-02 ▲ 
5 5.05e-01 5.91e-02 4.91e-01 5.79e-02 ▼ 
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In Figure 2, it can be seen that two important 
components of reinforcement learning are the 
Agent and the Environment. The Agent is the 
model that needs to be trained to make decisions. 

2.2.1 SARSA (λ) 

SARSA (�) is a reinforcement learning algorithm 
used to train an Agent in an environment to make 

sequential decisions and learn to maximize a 
reward signal accumulated over time. It is a variant 
of the SARSA algorithm (State-Action-Reward-
State-Action), which introduces an additional 
parameter called "lambda" (�) to allow a trade-off 
between forward and backward learning. 

The SARSA (�) algorithm applies the TD (�) 
prediction method to state-action pairs rather than 

Table 5. Inverted generational distance (median and IQR values) 

Problem Front DMOEA/D-TAOS DMOEA/D-SL 

FDA1 

1 7.49e-04 3.08e-04 8.06e-04 2.87e-04 == 
2 8.25e-04 2.43e-04 7.31e-04 3.24e-04 == 
3 8.49e-04 2.67e-04 7.99e-04 2.93e-04 ▼ 
4 7.71e-04 2.71e-04 7.14e-04 2.70e-04 ▼ 
5 8.33e-04 2.82e-04 7.00e-04 2.38e-04 ▼ 

FDA3 

1 6.80e-04 4.16e-04 6.92e-04 3.22e-04 ▲ 
2 2.20e-03 1.25e-03 1.97e-03 1.46e-03 ▼ 
3 2.93e-03 2.27e-03 2.90e-03 2.30e-03 ▼ 
4 3.21e-03 3.31e-03 3.27e-03 2.57e-03 ▲ 
5 3.78e-03 2.67e-03 4.57e-03 4.78e-03 == 

DMOP1 

1 5.43e-04 1.13e-04 5.19e-04 1.96e-04 == 
2 5.04e-04 1.43e-04 4.63e-04 9.23e-05 ▼ 
3 5.29e-04 2.26e-04 4.98e-04 9.75e-05 ▼ 
4 5.13e-04 1.59e-04 5.12e-04 1.40e-04 ▼ 
5 5.08e-04 2.18e-04 4.92e-04 1.20e-04 ▼ 

DMOP2 

1 5.34e-04 1.34e-04 5.33e-04 1.64e-04 ▼ 
2 4.76e-04 1.54e-04 4.72e-04 1.12e-04 == 
3 5.18e-04 1.37e-04 5.09e-04 1.26e-04 == 
4 4.94e-04 1.13e-04 5.13e-04 1.83e-04 ▲ 
5 4.79e-04 1.26e-04 4.76e-04 1.53e-04 ▼ 

DF4 

1 2.99e-03 1.43e-03 3.57e-03 1.57e-03 ▲ 
2 2.86e-03 1.01e-03 3.07e-03 1.71e-03 ▲ 
3 5.49e-03 5.07e-04 5.35e-03 5.72e-04 ▼ 
4 8.52e-03 3.20e-04 8.46e-03 3.85e-04 ▼ 
5 1.12e-02 1.95e-04 1.12e-02 2.76e-04 ▲ 

DF6 

1 3.86e-04 1.61e-04 4.00e-04 1.73e-04 ▲ 
2 2.01e-01 1.92e-01 2.04e-01 2.74e-01 == 
3 1.51e-02 7.50e-03 1.15e-02 1.07e-02 ▼ 
4 1.43e-02 7.36e-03 1.07e-02 1.06e-02 ▼ 
5 1.24e-02 6.55e-03 9.28e-03 9.45e-03 ▼ 

DF10 

1 6.62e-03 5.77e-04 6.50e-03 4.09e-04 ▼ 
2 6.48e-03 5.11e-04 6.43e-03 2.15e-04 ▼ 
3 6.52e-03 5.74e-04 6.50e-03 3.29e-04 ▼ 
4 6.62e-03 4.84e-04 6.66e-03 2.71e-04 == 
5 6.76e-03 3.57e-04 6.81e-03 2.04e-04 == 

DF12 

1 2.21e-03 1.43e-04 2.10e-03 3.25e-04 ▼ 
2 2.17e-03 2.94e-04 2.24e-03 3.61e-04 ▲ 
3 2.21e-03 2.13e-04 2.18e-03 2.05e-04 ▼ 
4 1.97e-03 2.39e-04 1.98e-03 1.94e-04 ▲ 
5 2.13e-03 2.49e-04 2.09e-03 1.89e-04 == 
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just states, requiring a trace for each pair. Let 
8'  �d, P� be the trace of the state-action pair d, P [9]. 

Next, algorithm 1 presents the general 
mechanism of SARSA (λ). The eligibility trace 
update is defined in Equation 6: 

-�&' , )'� ← �%-�&' , )'� + 1. (6) 

The calculation of the temporal error is defined 
in the Equation 7: 

R ← Reward + %5�&'(
, )'(
� − 5�&', )'�. (7) 

The temporal error is used to update the Q 
values and improve the estimation of the quality of 
the actions in the different states. The update of the 
Q values is defined by the Equation 8: 

5�&', )'� ← 5�&', )'� +  R-�&', )'�, (8) 

where -�&' , )'� is the eligibility trace for the current 
state-action pair, R is the temporal error, e-fPgh is 
the calculated reward,   is the learning rate, $ is 
the policy parameter $ − greedy, % is a discount 
factor, and � controls the amount of forward and 
backward learning. 

3 Proposed Algorithm DMOEA/D-SL 

This work proposes a new AOS method using a 
reinforcement learning technique called SARSA (λ) 
or SARSA Lambda. Furthermore, this new AOS 
has been integrated into a dynamic MOEA/D 
algorithm (DMOEA/D). 

Two mechanisms proposed by Deb [13] have 
been added to the MOEA/D algorithm proposed by 
Zhang and Li in 2007 [14] to make an algorithm 
capable of working with dynamic problems, a 
change detection mechanism based on detectors, 
and the change response mechanism called “A”. 

We have taken the multi-arm approach and 
used it as actions, in this case four variants of the 
differential evolution trader are being used as 
actions The SARSA Lambda mechanism has been 
incorporated into the main loop of DMOEA/D. The 
general structure of this integration is shown in 
algorithm 2. 

SARSA Lambda is initialized with the values 
corresponding to each of its parameters and is 
assigned to an object called an Agent; in this step, 
QTable is also initialized (line 3). For the episode 
loop, the main DMOEA/D loop is used (line 14), 

and for the step loop, the loop that runs through the 
population list (line 18) has been used. 

In each turn of the main loop, &' is initialized in 
the initial state &O (line 15), and the Agent assigns 
)' an action based on &'. To select an action, it 
uses an $-greedy policy, where a random number 
is generated between [0, 1]; if the generated value 
is less than $, an action (operator) is taken 
randomly, otherwise best action for the given state 
is selected (line 16). 

We get all the values stored in the QTable for &' 
and )' and assign them to QValt (line 17). Once 
inside the loop that runs through the population, we 
apply the action (operator) obtained and produce a 
child called F′ (line 19). If F′ is better than any of 
the neighbors of individual � state &O is assigned to 
&'; otherwise, &' will be assigned the following state 
(lines 26-52). 

Subsequently, the following action, )'(
, is 
calculated based on the state &'(
, the value 5'(
 
is obtained from the QTable for &'(
 and )'(
, the 
eligibility traces are updated with &' and )', the 
reward for &' and )' is calculated, the delta value 
is calculated, and the QTable is updated. Finally, 
the state &' and the current action )' are updated. 

This process is repeated until the stopping 
criterion has been met. It should also be 
considered that in each problem change, the 
QTable must be reinitialized (line 67). 

2.2 Actions Pool  

Five genetic operators are evaluated. Four 
different versions of the differential evolution (DE) 
crossover operator [6] were tested as actions. In 
addition to each crossover operator, the 
polynomial mutation operator was also applied: 

Action 1: apply DE/rand/1 , l� ← �� + � × ��m
 − �m��, 
Action 2: apply DE/rand/2 , l� ← �� + � × ��m
 − �m�� +� × ��mn − �mo�, 

Action 3: apply DE/current-to-rand/1 , l� ← �� + V ×L�� − �m
N + � × ��m� − �mn� + � × ��mo − �mp�, 
Action 4: apply DE/current-to-rand/2 , l� ← �� + V ×L�� − �m
N + � × ��m� − �mn�. 

The four crossover operators use �=0.5 and ^e=1.0, and polynomial mutation with a distribution 
index of 20 and a 20% of mutation probability. 
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4 Computational Experiments 

Table 1 shows the eight dynamic multi-objective 
benchmark problems of 2 and 3 objectives used in 
this experiment. For each algorithm and front of the 
dynamic multi-objective problem, 30 independent 
runs were conducted. 

The objective of the experimentation is to 
compare the proposed algorithm against the state-
of-the-art algorithm called “Adaptive operator 
selection with test-and-apply structure for 
decomposition-based multi-objective optimization 
(TAOS)” [6]. Table 2 shows the parameters used 
for each algorithm used. The algorithms were 
implemented in the Java language. 

The values of the parameters for MOEA/D have 
been taken from state-of-the-art, and the values of 
the parameters of the SARSA Lambda Agent have 
been obtained by assigning values arbitrarily by 
performing multiple experiments to determine the 
current values. 

4.1 Results 

The experimentation results are presented below 
in a table by metric (hypervolume, generalized 
spread, and inverted generational distance). 
Wilcoxon non-parametric test was applied with a 
significance level of 5%. 

The first column in the table presents the 
problem. The second column presents the problem 
front. Columns three to four present the results of 
each algorithm. The algorithm in the third column 
is taken as a reference (MOEA/D-TAOS). 

The following symbols are included in the 
results tables: the symbol ▲ means that there is 
statistical significance in favor of the reference 
algorithm, ▼ that there is statistical significance in 
favor of the algorithm that is compared with the 
reference algorithm (in favor of the current 
column), and == means there is no 
statistical significance. 

The cells marked in dark gray represent the 
winning algorithm in a given problem and the front, 
and second places are marked in light gray. 

4.1.1 Hypervolume 

The hypervolume denotes the multidimensional 
volume of the objective space weakly dominated 
by an approximation set [5]. In Table 3, the third 
column is considered as the reference algorithm. 
As seen in the previous table, in the hypervolume 
metric, with the Wilcoxon test for the DMOEA/D-SL 
algorithm, 8 first places are obtained with statistical 
significance in favor. In comparison, for the 
DMOEA/D-TAOS algorithm, they obtained 18 first 
places with statistical significance in their favor. 

4.1.2 Generalized Spread 

Generalized Spread measures the uniformity 
and their dispersion of the solutions found [5]. In 
Table 4, the third column is considered as the 
reference algorithm. As seen in the previous table, 
in the generalized spread metric, with the Wilcoxon 
test for the DMOEA/D-SL algorithm, 20 first places 
with statistical significance are obtained in favor. In 
contrast, for the DMOEA/D-TAOS algorithm, 8 first 
places are obtained with statistical significance 
in favor. 

4.1.3 Inverted Generational Distance 

The inverted generation distance provides the 
average distance between any point in the 
reference set and its closest point in the 
approximation set [5]. In Table 5, the third column 
is considered as the reference algorithm. As seen 
in the previous table, in the inverted generational 
distance metric, with the Wilcoxon test for the 
DMOEA/D-SL algorithm, 21 first places are 
obtained with statistical significance in favor. 

In comparison, TAOS obtains 9 first places with 
statistical significance in favor. The results 
obtained for the group of problems presented in 
this experiment suggest that the proposed 
algorithm is better in generalized spread and 
inverted generational distance metrics. 

These metrics indicate that the proposed 
algorithm produces quality solutions with good 
approximation to the Pareto front and good 
dispersion. Regarding the hypervolume metric, the 
clear winner is the state-of-the-art algorithm. The 
main limitation of using an Agent to make the 
automatic selection of genetic operators in the 
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algorithm is the parameter configuration of the 
Agent; a good parameter configuration can give us 
quality solutions, but on the other hand, we do use 
a wrong parameter configuration for the Agent we 
will get low-quality solutions. 

In this work, the parameter values of the 
SARSA Lambda Agent have been obtained by 
assigning values arbitrarily by performing multiple 
experiments to determine the current values. The 
source code can be downloaded from1. 

5 Conclusions and Future Work 

This work proposes a new adaptive operator 
selection strategy using a reinforcement learning 
agent. This SARSA Lambda reinforcement 
learning strategy has been integrated into a 
dynamic multi-objective decomposition-based 
algorithm called DMOEA/D-SL. Furthermore, a 
state-of-the-art adaptive operator selection 
strategy, in this case, “Adaptive operator selection 
with test-and-apply structure for decomposition-
based multi-objective optimization (TAOS),” has 
also been integrated into a dynamic multi-objective 
decomposition-based algorithm. 

In the case of the proposed algorithm, the Agent 
learns to select the best genetic operator at a given 
moment, even when the definition of the problem 
changes over time. Extensive experimentation has 
been performed, and the results have been 
evaluated with three metrics: hypervolume, 
generalized spread, and inverted 
generation distance. 

The Wilcoxon test has been applied with a 
significance level of 5%. The Wilcoxon test 
suggests that experimentation results are 
favorable in two metrics for DMOEA/D-SL. These 
results suggest that the algorithm produces high-
quality solutions with a good approximation to the 
Pareto front and good dispersion. 

Future work proposes exploring the parameters 
of the SARSA Lambda Agent more broadly to 
achieve better results in the three metrics used. On 
the other hand, using more than four genetic 
operators would test the behavior of the strategies 
used in this work and their performance. 

                                                      
1 github.com/JAlfredoBrambila/DMOEAD_SL 

Finally, other reinforcement learning strategies 
can also be considered to improve the quality of 
the solutions generated by the algorithm further. 
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Abstract. In actuality, the financial investment in 
Enterprises of the world is common. This investment is 
performed using internet platforms and value markets. 
This can generate a loss for many investors due to the 
uncertainty of the future financial health of the 
Enterprise. A comparison for the prediction of financial 
health based on algorithms of machine learning, 
particularly Support Vector Machine (SVM), Artificial 
Neural Networks (ANN), K-Nearest Neighbors (KNN), 
and Adaptive Neuro-Fuzzy Networks (ANFIS) is 
presented. The database of the Taiwan Economic 
Journal from 1999 to 2009 is used, with 95 financial 
ratios of enterprises financially healthiest and with 
bankruptcy problems. In the ANN, the epoch number, 
numbers of neurons, activation functions in each layer, 
loss function, and learning rate are tested; also, an 
architecture of a Convolutional Neural Network (CNN) is 
implemented. In SVM, the experiments are performed 
using different kernels, polynomial, RBF, linear. Besides, 
the size of C, size of gamma, and size of the polynomial 
are varied. In KNN, experiments with different numbers 
of neighbors, types of weight, and values of P are 
realized. In ANFIS, experiments with variants of the 
numbers of fuzzy rules, quantity and type of membership 
functions, number of epochs, and input dimensions are 
performed. Optimization using Genetic Algorithms (GA) 
and Particle Swarm Optimization (PSO) of the three 
models with the best results are performed; the 
optimization is based on the search for the best 
hyperparameters that would provide a higher accuracy. 
The neural network models presented the best average 
for all the proposed tests. 

Keywords. Prediction, machine learning, financial. 

1 Introduction 

Currently, the detection of financial problems 
through the use of intelligent algorithms is a subject 
that continues to be investigated. It has been 
proven that some algorithms can make predictions 
earlier and more effectively than a professional in 
the area. For example, Suryawanshi et al. [31], 
performed the prediction of cryptocurrencies price 
for Bitcoin, Ethereum, and Ripple using a Long 
Short-Term Memory architecture (LSTM). 

Although the volatility of cryptocurrencies is 
high and almost unpredictable, this algorithm can 
help invest.  There is also the case of trading, 
which talks about how Machine Learning (ML) 
algorithms can generate predictions that are 
impossible for humans to generate. 

This is because trading operations are too fast 
for a human. In addition to the fact that, combined 
with a large amount of data, it reduces risks and 
obtains greater benefits. 

It is estimated that, currently, 4 out of 5 trading 
operations are done automatically. For this task, 
Chen et al. [5] generated a trading algorithm using 
the Light Gradient Boosting Machine (LightGBM) 
algorithm to construct the minimum variance 
portfolio of the mean-variance model with a 
Conditional Value at Risk (CVaR) constraint, to 
generate an efficient investment portfolio. 

Finding an effective solution for the issue of 
predicting financial bankruptcies is important for 
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different areas, be it business, government, or 
even social. The main reason for this work is to 
detect financial difficulties early, using machine 
learning algorithms, to avoid financial investments 
in companies that are at imminent risk 
of bankruptcy. 

First, the concept of bankruptcy or financial 
bankruptcy in a company must be clarified. In 
López [21], the concept of bankruptcy is defined as 
the company's inability to meet its debts with the 
available resources, so it must cease its activities 
immediately. In little words, net patrimony is 
negative, when the total value of assets is not 
enough to pay off creditors. The main 
characteristics of bankruptcy according to López 
[21] are: 

1 Situation of irreversible or permanent 
disappearance: It occurs when the company 
declares bankruptcy and is in the process of 
disappearing. It is permanent. 

2 The assets are less than the liabilities: It occurs 
when in a company, the debts exceed 
the assets. 

3 Affects the entire company: Creditors dispute 
parts of the company and legally affect the 
company as a whole. General bankruptcy can 
be avoided by selling subsidiaries. 

4 It must be legally classified: It is a situation 
provided by law, to avoid any fraud. 

In this work, a financial analysis is proposed, 
which is given from the observation of patterns of 
the financial ratios of companies. These financial 
reasons come from the financial models or basic 
financial statements. 

The set of basic financial statements, the 
income statement, cash flow, and balance sheet 
are the general x-rays of the company and these 
are the financial ratios to use. 

Different financial ratios use these basic 
financial statements to define the financial health 
of a company. Guajardo and Andrade [13] present 
some financial ratios, such as the acid test and 
accounts receivable turnover. The first ratios show 
how much liquidity the company has, so it divides 
the product of the subtraction of the current assets 
account (balance sheet) and inventories (balance 

sheet), between the current liabilities (also from the 
balance sheet). 

Account turnover indicates how many times a 
year the accounts provided by the company are 
rotated. It is obtained by dividing net sales (income 
statement) by accounts receivable (balance 
sheet). As well as these examples, 95 financial 
ratios are raised in the investigation, which will be 
discussed later. 

Santoso and Wibowo in 2018 [27], use machine 
learning models such as K-nearest neighbors, 
neural networks, support vector machines, and 
neuro-fuzzy networks, to classify a company as 
stable or bankrupt. Here are some examples of 
related work using similar algorithms 
and architectures: 

Xie, Lu, and Yu in 2011 [39], mentioned in their 
research that they can predict the bankruptcy of a 
company using SVM, with variables similar to the 
previous ones, such as financial profitability and 
return on investment. 

In 2017, Mselmi et al. [22], used logistic 
regression, neural networks, SVM, least squares, 
and a hybrid model of least squares with SVM to 
classify companies with possible bankruptcy.The 
main contributions of this research are as follow: 

– Identify a functional financial dataset with 
financial ratios adequate for the research. 

– Implementing and testing of Adaptive Neural 
Fuzzy Inference System (ANFIS), Neural 
Networks (NN), K-Nearest Neighbor (KNN), 
and Support Vector Machine (SVM) to classify 
the financial state of a company through the 
use of financial ratios, derived from the basic 
financial statements. 

– Optimization of the models implemented using 
bio-inspired optimization algorithms, like 
Genetic Algorithms (GA) and Particle Swarm 
Optimization (PSO), to improve the results for 
the classification. 

Currently, technology is generating better living 
conditions and knowledge that helps in decision-
making. Within this technology, machine learning 
algorithms are integrated in different areas. This 
type of technology has been used in most areas of 
daily life due to more efficient and accurate 
algorithms, and more capable hardware [25]. 
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This research is important in the business, 
government, and social spheres since it has been 
proven that classification can be made using 
machine learning algorithms, with a degree of 
confidence greater than the financial experts in the 
area. With this, strong financial decisions can be 
made that solve problems such as knowing if it’s 
possible to invest in a company and if it is 
redeemable through credit, among other things. 

Currently, the industry does not have a 
sufficient supply of solutions on the market, 
therefore it is still being investigated, so the 
objective of this and other investigations is to risk 
people's assets as little as possible and generate 
knowledge that can be used for future research. 

Research related to the investigation topic of 
the paper is described as follows: 

Stasko et al. [29], utilized the Altman financial 
model to calculate a future prediction of bankruptcy 
in Companies from Letonia using 5 financial ratios; 
the result of this method is a probability of imminent 
bankruptcy, gray zone, and secure zone. 

Tabbakh et al. [32], used a dataset from Polonia 
with 43,405 companies; For this case, remove the 
instances that have null data, normalization, and 
the “SMOTE” technique are used for 
preprocessing, besides the SVM model for 
prediction gave a 98.8 % in accuracy. 

Kansal and Sharma [18], mentioned the use of 
SVM and Neural network models for the prediction 
in small and medium-sized companies of a 
database from France. 

Arieshanti et al. [2], used a database of 240 
companies with 30 financial ratios, and for the 
prediction implemented an SVM model with a lineal 
kernel, variable C of 1, and a neural network with 
sigmoidal activation function and 5,000 epochs 
for training. 

Xie et al [39], used 260 Chinese companies with 
28 financial ratios, half of the companies are 
bankrupt and half are not.  

Two SVM models are implemented, first with 
the aforementioned database and another with 
aggregate corporate governance and external 
market variables. 

Narvekar and Guha [24], proposed a SVM 
model for prediction in the database "Compustat". 
This database contains 75 financial ratios from 
21,114 American companies, of which there are 

1,212 companies in bankruptcy and 
19,902  stables. 

For preprocessing, null values are eliminated 
which allows removal of 18 financial ratios, and the 
SMOTE technique to balance the data. Santoso 
and Wibowo [27], proposed an SVM model with a 
linear kernel to perform a prediction in a database 
of Indonesian companies with 20 financial ratios. 

Shetty et al. [28], proposed SVM and Neural 
network models for the prediction in small and 
medium-sized companies of a database from 
Belgium. Wang [37], proposed an Artificial Neural 
Network model for prediction in a database called 
“Qualitative Bankruptcy”, which uses 
disconnection of neurons, truncation technique, 
softmax activation function, Adam optimizer, and 
categorical cross entropy loss function. 

Abdou et al. [1], used a neural network model 
to be implemented in a database of 14 financial 
and 3 non-financial indicators of companies 
registered with banks in the Midwest. 

Sudarsanam [30], proposed a neuro-fuzzy 
network model that used only the variables of the 
Altman method; this model is implemented in a 
database of 125 companies from the Indian 
economic monitoring center, where some of them 
are bankrupt. 

Arora and Saini [3] proposed an ANFIS model 
with Altman's variables and 3 bell-type 
membership functions; for the prediction, 1,000 
companies and a total of 4 years of maximum 
prediction are used. 

Muslim and Dasril [23], used a KNN model on a 
database of companies in Poland, with 65 financial 
ratios, and the data are normalized and scaled.  

In this work, take in consideration the literature, 
the implementation of several models of machine 
learning and a selected number of financial ratios 
is performed to achieve the prediction 
of bankruptcy. 

The rest of this paper is organized as follows: 
Theoretical background is presented in Section 2, 
in which the theory of the financial statements and 
computational models are presented; the 
methodology implemented is given in Section 3. 

Experiment analysis is presented in Section 4 
and, Section 5 and 6 gives the Discussion and 
final Conclusion. 
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2 Theoretical Background 

2.1 Financial Theory 

In the financial field, it must be clarified which are 
the basic financial statements and the accounts 
that are within the financial statements. The 
following are defined as basic financial statements: 
balance sheet, income statement, statement of 
changes in equity, changes in financial situation, 
and cash flow [7]. 

In this work, only the balance sheet, the income 
statement, and the cash flow are worked on. This 
is because the financial ratios are calculated 
exclusively with the accounts that are within these 
financial statements. 

2.1.1. Basic Financial Statements 

The three basic financial statements are described 
as follows: 

− “The balance sheet is the accounting 
document that reports on a specific date on the 
financial situation of a company, where the 
obligations, capital, properties in monetary 
value, and rights are presented”. 

− “The income statement or profit and loss 
statement is defined as the document that 
provides detailed information on where the 
profit or loss of the accounting year 
is obtained.” 

− “Cash flow is the statement that shows the 
movement of income, expenses and the 
availability of funds on a given date”. 

2.1.2. Financial Ratios 

The financial ratios come directly from the three 
basic financial statements, which represent a 
general overview of the company's situation, which 
means that you can consult the information of the 
entire company (financially speaking) in this 
executive summary (the three basic 
financial statements). 

At the same time, these statements are those 
used by financial experts to generate some type of 
evaluation, either directly or with some financial 
elements involved, derived from cash flow, income 
statement, and balance sheet. In Table 1, 
Examples of financial ratios are shown [7]. 

The financial ratios are important to define a 
bankruptcy; because these can be compared in 
percentages or small values, which do not vary 
concerning the size of the company but vary in its 
real financial performance, in the defined time. 

Stasko et al. [29], mention that there is a 
formula or indicator to predict bankruptcy, called 
Altman's Z-score. According to Vera [34], this 
model provides an accuracy of between 80% and 
90% to know if a company is bankrupt or not. 

2.2 Computational Models 

As for the computational part, Neural Networks 
(ANN) [8, 16], Convolutional Neural Networks 
(CNN) [12, 41], Adaptive Neuro-Fuzzy Inference 
Systems (ANFIS) [16,17, 19], Artificial, Support 
Vector Machines (SVM) [36, 38, 26], and K-
Nearest Neighbors (KNN) [6, 33] are implemented 
for the Prediction of Enterprise Financial Health. 
For optimization, Genetic Algorithms (GA) [40, 14] 

Table 1. Examples of financial ratios 

Financial 
Statement 

Ratio 

LIQUIDITY 
Current ratio 

Acid test 

ACTIVITY 

Inventory Turnover  

Average Inventory  

Accounts receivable turnover  

Average collection period 

Turnover of current assets  

Fixed asset turnover  

Total asset turnover  

Debt ratio  

Interest coverage 

INDEBTEDNESS 

Gross profit margin  

Operating sales margin  

Net profit margin 

COST 
EFFECTIVENESS 

Return on operating 
investment 

Return on total investment 

Income on capital 
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and Particle Swarm Optimization (PSO) [40, 9, 15] 
are used. 

3 Methodology 

The methodology used is focused on finding the 
best combination of parameters that made the 
machine learning algorithms work optimally, 
implemented on the same database. 

3.1 Database 

The database of Taiwan is used to test all the 
models, which contain 6,819 companies, labeled 
with 1 the 6,599 financially stable companies, and 
with 0 the 220 bankrupt companies, with 95 
financial ratios (described in Table 16) [20]. These 
95 financial ratios are used as attributes for inputs 
to train and test the machine learning models. 

The data on these companies are from the 
Taiwan economic journal, from 1999 to 2009. This 
database is considered highly unbalanced 
because the bankrupt companies barely represent 
3% of the total, which requires a dimension 
reduction or augmentation to balance the 
database [35]. 

3.2 Data Pre-Processing 

Scaling and standardization of the data are 
performed to improve the performance of the 
algorithm using the Standard Scaler, which means 
putting the data with a mean of 0 and variance of 
1. The variables are on different scales and by 
applying the standard scaler technique they remain 
on a similar scale. 

3.2.1. Database Balance 

A data balance is generated in the database so 
that it had the same number of bankrupt and stable 
companies. This means that an algorithm is used 
to increase the size of the database and thereby 
generate more information. 

In this way, there are 6,599 bankrupt companies 
and 6,599 stable companies. For this purpose, the 
SMOTE technique is used [4]. This is used to 
increase the performance of the algorithms so they 
can identify patterns that are necessary to 
classify companies. 

Specifically, in this case, there are few bankrupt 
companies, so it is more difficult for the model to 
detect patterns of bankrupt companies in the 
training phase. Therefore, increasing the number 
of samples helps to train better. 

Table 2. Parameters of the chromosome for GA 

Algorithm Parameters 

Support Vector 
Machine (SVM) 

Kernel: RBF, Polynomial 

C: 2^-5 – 2^15 

Gamma: 2^-15 – 2^3 

Polynomial dimension: 3 - 6  

Chromosome size: 4  

Crossing probability: 70%  

Mutation probability: 25% 

K-Nearest 
Neighbour (KNN) 

Weights: Uniforms 
and distance. 

Number of neighbors: 1-10 

P: 1-2 

Chromosome size: 3  

Crossing probability: 70%  

Mutation probability: 33% 

Artificial Neural 
Network (ANN) 

Activation function: Relu, 
Linear, Sigmoidal, Tanh, Prelu, 
Selu, Elu. 

Learning rate: 0.01, 0.001, 
0.0001, 0.00001. 

Optimizer: Adam, RMS, SGD, 
Adadelta, Adagrad, Adamax, 
Nadam, Ftrl. 

Number of layers: 1, 2, 3 

Number of neurons per layer: 
1-99 

Chromosome size: 10 

Crossing probability: 70% 

Mutation probability: 10% 

Activation function: Relu, 
Linear, Sigmoidal, Tanh, Prelu, 
Selu, Elu. 
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3.2.2. Dimension Reduction 

Within the parameters to manipulate, dimension 
reduction is used. This is often used to generate 
better performances for classification algorithms. 
In this particular case, the PCA algorithm is used. 
This algorithm is focused on the variance of the 
components of the database. Values are assigned 
according to the level of variance and the number 
of values to be searched is chosen. 

Each algorithm is tested with different 
dimensions. Particularly for Artificial Neural 
Networks, KNN, and SVM, the dimension is 
reduced to 93, which is the dimension that 
generated the best results in the experimentation. 
It is a reduction of 2 dimensions, which caused 
some noise in the data. In ANFIS, the best result is 
provided by PCA with a value of 30. 

3.2.3. Data Separation 

The data from the database are separated into 
training and testing sets. The separation is 80% for 
training and 20% for testing. This number is used 
to avoid underfitting. 

3.3 Classification Algorithms 

The classification algorithms are: Artificial Neural 
Networks, KNN, SVM, and ANFIS. The metric to 
evaluate them is accuracy. Each of the 
methodologies of these algorithms is 
detailed below. 

3.3.1. Support Vector Machine (SVM) 

The parameters used in the SVM model are the 
RBF kernel. This kernel requires two parameters, 
C and Gamma. For this case, C=1000 and 
gamma =0.01 are used. These parameters are 
determined, after experimenting with different 
values of C and Gamma; this is the best 
architecture found. 

3.3.2. K-Nearest Neighbors (KNN) 

The parameters used in the KNN model are 1 in 
the number of neighbor and, “uniform” for 
the weights. 

3.3.3. Artificial Neural Networks (ANN) 

In the Artificial Neural Networks models, two 
options are used: convolutional and multilayer 

Neural Networks. The parameters used in the 
convolutional networks are: A 1-dimensional 
convolution layer, with 32 filters of size 8 and a 
relu-type activation function. 

Another Max pooling layer with a pool size of 2 
and stride none. A layer of flattening is also added. 
After this, a fully connected layer is defined, with 
93 neurons and a RELU activation function. 

Finally, an output layer with 2 neurons and 
RELU activation. We added 93 neurons in the fully 
connected layer since that is the number of ratios 
used. The loss function used is binary cross-
entropy, since there are only two output classes, 
and the optimizer used is “Adam”. The model is 
trained with 100 epochs and a batch size of 16. 

As for the multilayer neural network, the 
architecture is as follows: an input layer of 100 
neurons, and a hidden layer of 100 neurons, both 
with RELU activation. Finally, a 1-neuron output 
layer with sigmoidal activation. The loss function 
used is binary cross-entropy, given that there are 
only 2 possible outputs and the Adam optimizer. It 
is trained with 100 epochs, and a batch of 10 
is used. 

3.2.4. Adaptive Neural Fuzzy Inference 
System (ANFIS) 

The following parameters are used in the ANFIS 
model. In GENFIS, the partition is called a grid, 
which generates the greatest number of possible 
combinations of membership functions. Gaussian 
membership functions are used, which are best 
adapted to the type of data used. 40 epochs are 
used for training. 

It is configured with the hybrid mean square 
error and backpropagation model. In GENFIS, a 
change is made to the generation of rules, to 
generate less and make the model faster and 
more efficient. 

The rules are set equal to the number of 
membership functions, rather than the dot product 
of them. 

3.4 Cross Validation and Confusion Matrix 

A cross-validation of 10 is applied to generate 
better confidence in the algorithms, and prevent 
them from being the results of the arrangement of 
some data. Confusion matrix is used to validate the 
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efficiency of the algorithms in bankrupt and stable 
companies’ classifications. 

3.5 Optimization of Classification Algorithms 

Genetic Algorithms and PSO are used to optimize 
the classification algorithms. Only the optimization 
is applied to Artificial Neural Networks (ANN), 
SVM, and KNN, since they are the models that 
generated the best predictions by more than 12% 
difference, concerning ANFIS and convolutional 
networks [10, 11]. 

3.5.1. Genetic Algorithms (GA) 

The parameters used for optimizing the Multilayer 
Neural Networks architecture and KNN with 
genetic algorithm are: 100 generations, 200 
individuals, one-point crossover, tournament 
selection method with size 6, real-type 
chromosome, and the fitness function to maximize 
the accuracy. In the case of SVM, it is limited to 30 
generations, due to the computational capacity 
required by the algorithm. Table 2 shows the 
parameter ranges for each real-type gene that 
makes up each individual or chromosome. 

3.5.2. Particle Swarm Optimization (PSO) 

The hyper-parameters and parameters of the 
chromosomes used for optimizing the KNN, SVM, 
and ANN are the same as the ones implemented 
in GA. 

4 Simulation Results 

The results are obtained in two stages. The first 
stage is achieved through experimentation and 
knowledge of the literature. In the second stage, 
the optimization of the models is performed. In both 
cases, accuracy, F1-score, confusion matrix, and 
precision metrics are used to verify the 
effectiveness of each model. 

The results are validated using K-fold, to avoid 
having a performance resulting from the 
memorization of the algorithms or randomness of 
the data. Finally, a statistical validation is 
performed to determine if the results are 
significantly different. Additionally, the 
optimizations, the architectures and accuracy 
obtained in each experiment are shown. 

4.1 Results with Experimentation 

Table 3 shows the results obtained in terms of 
accuracy of the four algorithms to be compared.  

It is observed that the best result is obtained by 
the convolutional networks algorithm (CNN). For 
just under half a percentage point, the multi-layer 
Neural Networks (MNN) is in second place. 

In general, all algorithms exceeded 97%, 
except the ANFIS algorithm, which is positioned 
almost 16 points below the KNN algorithm. It can 
be determined that there is a high efficiency in 
all algorithms. 

Table 4 presents results obtained from the 
confusion matrix; it can be seen that except for 
ANFIS, all the algorithms have few false negatives. 
This means that algorithms rarely make a mistake 
when classifying a company as “bankrupt”.  

Most of the errors are found in false positives, 
which means that there are some companies 
classified as stable, which are bankrupt. 

Table 3. Results of MNN, CNN, KNN, SVM and ANFIS 
in accuracy values 

Algorithms Accuracy 

Multi-Layer Neural Network (MNN) 98.86% 

Convolutional Neural Network (CNN) 99.28% 

K-Nearest Neighbors (KNN) 97% 

Support Vector Machine (SVM) 98.40% 

Adaptive Neural Fuzzy Inference 
System (ANFIS) 

81.82% 

Table 4. Confusion matrix of MNN, CNN, KNN, SVM 
and ANFIS (TP: True Positives, TN: True Negatives, FP: 
False Positives, FN: False Negatives) 

Algorithms TP TN FP FN 

MNN 1,304 1,306 30 0 

CNN 1,315 1,306 19 0 

KNN 1,245 1,304 89 2 

SVM 1,294 1,304 40 2 

ANFIS 1582 1658 415 297 
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In Table 4, the results of the Confusion Matrix 
are consistent with the accuracy and in the case of 
CNN and ANN, they only show failures in false 
positives, this means bankrupt companies are 
detected but they are not in bankruptcy. 

Normally in databases for predicting financial 
bankruptcies (for example, those of related work), 
there are many false positives and false negatives, 

since the normal thing in these databases is that 
they are highly unbalanced, so the result of 30 and 
19 false positives for CNN and ANN respectively, 
can be interpreted as a good result. We should 
also not forget to mention that the false negatives 
in the case of CNN and ANN are 0. 

Regarding KNN, it can be seen that there are 
89 false positives and 2 false negatives. Regarding 
SVM, 40 and 2 are obtained respectively. This 
means that both are quite competent for the type 
of data that is handled. The ANFIS algorithm, on 
the other hand, has many false positives (415) and 
false negatives (297), so it is another verification 
that it is not the most suitable for this case. 

Tables 6 and 7 show the values obtained for 
precision and f1 score. The results are consistent 
and practically the same as those previously 
obtained with accuracy. This is because precision 
is calculated by dividing true positives by 
multiplying true positives and false positives. It can 
be seen that there are very few false positives in 
all algorithms except ANFIS (approximately 2 to 
6%). In the case of F1 score, it is also based on 
false positives and false negatives, which are very 
low, so the results do not vary significantly. 

The K-fold cross-validation technique is used to 
validate the algorithms, it is necessary to obtain 
accurate results and not products of 
random situations. 

Table 7 shows the results obtained by K-fold of 
10. In general, it can be observed that, except in 
the case of MNN, all the algorithms decreased the 
accuracy score concerning the results in Table 3. 
However, in the case of CNN and ANFIS, 
extremely fluctuating and low results are shown, 
compared to Table 3. 

Given these results, it can be seen that neither 
of the two algorithms managed to have a result 
similar to that of the test without k-fold. As for MNN, 
there are results even greater than those obtained 
in the experimentation phase without k-fold. 

For SVM and KNN, there are results very close 
to those obtained in the previous phase. Table 8 
shows the average k-fold of 10. This can be 
interpreted as the true efficiency of the algorithms 
since they are tested at different data 
arrangements, where enough experiments are 
generated to determine the real effectiveness of 
the algorithms. It can be seen that MNN increased 
its effectiveness from 98.86% to 99.18%. 

Table 5. Precision of MNN, CNN, KNN, SVM and ANFIS 

Algorithms Accuracy 

MNN 99% 

CNN 99% 

KNN 97% 

SVM 98% 

ANFIS 82% 

Table 6. F1 score of MNN, CNN, KNN, SVM and ANFIS 

Algorithms Accuracy 

MNN 99% 

CNN 99% 

KNN 97% 

SVM 98% 

ANFIS 82% 

Table 7. K-fold of 10 for MNN, CNN, KNN, SVM 
and ANFIS 

K-Fold MNN CNN KNN SVM ANFIS 

1 98.94 50 93.86 93.25 55.83 

2 99.17 53.26 96.59 94.86 50.45 

3 98.79 88.56 95 93.10 38.18 

4 99.09 50 93.56 91.49 43.33 

5 99.55 84.09 97.57 95.16 48.79 

6 99.47 71.59 98.33 96.48 52.58 

7 99.09 56.36 97.04 96.48 40.68 

8 99.39 67.27 97.50 95.60 39.02 

9 98.86 50.04 98.18 96.62 39.31 

10 99.47 60.65 97.19 95.59 37.45 
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This means that it is an efficient algorithm and 
it has been the one that has given the best results 
in terms of accuracy and adapted best to changes, 
so, it is not a product of memorization or over-
training. In the case of SVM, a reduction of almost 
4 points can be seen, where it continues to remain 
above 90%. However, after the K-Fold, at this 
stage, it can be determined that its ranking has 
been lower than KNN, which lost half a 
percentage point. 

Finally, it should be mentioned that ANFIS 
presented a very low result, where it does not even 
reach 50% after the k-fold, therefore, it can be seen 
that it only worked with one data arrangement and 
that it was probably memorizing the data that are 
given to him, so when it was subjected to this 
technique, his performance dropped greatly. 

In the case of CNN, it became the second worst 
algorithm and the explanation is that by moving the 
data, CNN was not able to learn efficiently. 
Probably due to the filtering and pooling 
techniques, they generated a complicated model to 
work with, without forgetting that it is an algorithm 
generally designed to work with image bits with 
binary numbers and not with the type of information 
that financial ratios have. 

4.2 Statistical Verification of the Results with 
Experimentation 

The Friedman test with the Chi-square statistic is 
used to statistically verify which algorithm is the 
best. For this test, a minimum of 3 variables are 
required. The test is performed with the 3 best 
algorithms and their respective K-Fold analyses of 
10 entries, ANN, KNN and SVM. 

This is because the difference between the 
other two algorithms is too wide and would only 
introduce noise into this test. The null hypothesis is 
that the mean of each population is the same and 
the alternative hypothesis is that at least one is 
different. The specific result is shown in Table 9: 

Therefore, N is equivalent to 10, K equals 3, Q 
equals 20, and the value of P is 0.000045. Since 
the P value is less than 0.05, the null hypothesis 
is rejected. 

It can be determined that they are significantly 
different and that the neural network is significantly 
better. A Nemenyi test is also performed. The 
values in the Wilcoxon range are shown in 

Table 8. Average of K-fold of 10 for MNN, CNN, KNN, 
SVM and ANFIS 

MNN CNN KNN SVM ANFIS 

99.18 63.18 96.48 94.86 44.56 

Table 9. Results of Friedman test 

Sums ANN SVM KNN 

- 3 1 2 

- 3 1 2 

- 3 1 2 

- 3 1 2 

- 3 1 2 

- 3 1 2 

- 3 1 2 

- 3 1 2 

- 3 1 2 

- 3 1 2 

Sum 30 10 20 

Sum 
Square 

900 100 400 

Table 10. Wilcoxon rank results 

Average ANN SVM KNN 

- 23 3 5 

- 26 6 13 

- 21 2 7 

- 24.5 1 4 

- 30 8 18 

- 28.5 11.5 20 

- 24.5 11.5 15 

- 27 10 17 

- 22 14 19 

- 28.5 9 16 

Average 25.5 7.6 13.4 
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Table 10. The critical value of the Nemenyi test for 
alpha of 0.05, infinite N, and K of 3 is 9.22612. 
When calculating the difference in means of the 
Wilcoxon values, the following is determined: 

– The mean difference between ANN-SVM is 
17.90 > 9.22612, therefore there is a 
significant difference. 

– The mean difference between ANN-KNN is 
12.10 > 9.22612, therefore there is a 
significant difference. 

– The mean difference between KNN-SVM is 
5.80 < 9.22612, therefore there is no 
significant difference. 

4.3 Results for Optimization with GA and PSO 

ANN, SVM, and KNN are optimized with GA and 
PSO. The results are reported below. The Table 11 
shows the results obtained through GA. In Table 
11, it can be seen that SVM and ANN maintained 
results greater than 99%. There is, therefore, a 
successful search for parameters, since in all 
cases the results were improved to those obtained 
in the experimentation phase shown in Table 3. 

It can also be observed that there was an 
increase in KNN, that is, it remained in a very 
similar range all the time. It must be remembered 
that there are very few parameters in this 
algorithm, so it is consistent that they remain in 
similar ranges. The Table 12 shows the results 
obtained through PSO. The best architecture of 
each of the algorithms was the following: 

– ANN: accuracy of 99.50%, first hidden layer 
with 94 neurons and activation function relu, 
first hidden layer with 1 neuron and activation 
function RELU, Adam optimizer, learning rate 
of 0.01, and output layer with 1 neuron and 
function sigmoidal activation.  

– SVM: accuracy 99.31%, C=64, gamma of 
0.125, and RBF kernel. 

– KNN: accuracy: 97.50%, 2 neighbors, uniform 
weight and P=1. 

In Table 12, it can be seen that ANN maintained 
results greater than 99%. There are also 2 results 
greater than 99% in SVM.  In the case of KNN, 
there are very small improvements, concerning the 
experimentation phase, but these results are 
higher. Therefore, there is a successful search for 
parameters, since in all cases it was possible to 
improve the results to those obtained in the 
experimentation phase shown in Table 3. The best 

Table 11. Results of the optimization with GA for ANN, 
SVM and KNN in accuracy values 

Experiment ANN SVM KNN 

1 99.50 99.16 97.46 

2 99.43 98.90 97.42 

3 99.43 99.24 97.42 

4 99.39 99.20 97.46 

5 99.39 99.20 97.46 

6 99.18 99.31 97.42 

7 99.30 99.24 97.46 

8 99.43 99.20 97.50 

9 99.39 99.24 97.42 

10 99.43 99.16 97.38 

Average 99.39% 99.19% 97.44% 

Table 12. Results of the optimization with PSO for ANN, 
SVM and KNN in accuracy values 

Experiment ANN SVM KNN 

1 99.50 99.01 97.15 

2 99.39 98.90 97.12 

3 99.35 98.82 97.08 

4 99.70 98.82 97.19 

5 99.50 98.90 97.19 

6 99.35 98.86 97.19 

7 99.50 99.01 97.12 

8 99.46 98.75 97.19 

9 99.58 98.82 97.12 

10 99.39 98.82 97.12 

Average 99.47% 98.87% 97.15% 
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architecture of each of the algorithms is 
the following: 

– ANN: accuracy of 99.70%, a first hidden layer 
with 100 neurons and RELU activation 
function, a second hidden layer with 100 
neurons and Tanh activation function, a third 
hidden layer with 1 neuron and RELU 
activation function, Adam optimizer, learning 
rate of 0.001 and output layer with 1 neuron 
and sigmoidal activation function. 

– SVM: accuracy 99.01%, C=4096, gamma of 
0.0125, and RBF kernel.  

– KNN: accuracy 97.19%, 2 neighbors, uniform 
weight and p=2. 

The 10-fold cross-validation is used for the 
best-optimized algorithms of ANN, SVM, and KNN, 
these being ANN-PSO, SVM-GA, and KNN-GA. 
Table 13, shows the results of each fold. 

The ANN is placed within a range of difference 
in the results of half a percentage point; While the 
KNN has up to 5 points of difference; Regarding 
the SVM classifier, a maximum of 99.46 and a 
minimum of 97.04 are also observed, almost 2 and 
a half points difference. 

Improvements are obtained in KNN and SVM 
concerning the average obtained without 
optimization, so both algorithms achieved the 
objective. In the case of ANN, the result is lower, 
therefore, it cannot be determined that a better 
architecture was obtained. 

4.4 Statistical Verification of the Results for 
Optimization with GA and PSO 

The Friedman and Nemenyi test are used to 
statistically verify which algorithm is the best, with 
the same values and parameters used in the 
subsection 5.2. The specific result for the Friedman 
test is shown in Table 14: 

Therefore, N is equivalent to 10, K equals 3, Q 
equals 12.35, and the value of P is 0.002080. 
Since the P value is less than 0.05, the null 
hypothesis is rejected. It can be determined that 
they are significantly different and that the neural 
network is significantly better. 

For the Nemenyi test, the values in the 
Wilcoxon range are shown in Table 15. 

The critical value of the Nemenyi test for alpha 
of 0.05, infinite N, and K of 3 is 9.22612. When 
calculating the difference in means of the Wilcoxon 
values, the following is determined: 

– The mean difference between ANN-KNN is 
12.90 > 9.22612, therefore there is a 
significant difference. 

– The mean difference between ANN-SVM is 
0.30 > 9.22612, therefore there is no 
significant difference. 

– The mean difference between KNN-SVM is 
13.90 < 9.22612, therefore there is a 
significant difference. 

Table 13. K-fold of 10 for ANN-PSO, SVM-GA, 
and KNN-GA 

K-Fold ANN-PSO SVM-GA KNN-GA 

1 98.56 97.50 94.92 

2 98.56 98.56 97.34 

3 98.81 98.63 95.53 

4 98.71 97.04 97.72 

5 98.85 98.86 98.40 

6 98.99 99.69 93.56 

7 98.92 99.31 98.03 

8 98.96 99.16 97.72 

9 99.01 99.54 98.48 

10 98.95 99.46 98.18 

Average 98.83% 98.78% 96.99% 

Table 14. Results of Friedman test for 
optimized algorithms 

Sums ANN SVM KNN 

Sum 23.5 25.5 11 

Sum 
Square 

552.25 650.25 121 

Table 15. Wilcoxon rank results for 
optimized algorithms 

Average ANN SVM KNN 

Average 19.70 20 6.8 
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5 Discussion 

In terms of accuracy (Table 3), the best algorithm 
is CNN, with 99.28%, followed by ANN with 
98.86%. It can also be seen that SVM and KNN 
had outstanding results since they obtained an 
accuracy of 98.28 and 97%, respectively. In 
general, both models can be used due to their 
accuracy above 97%, which makes them reliable. 

On the other hand, ANFIS is placed at 81.82%, 
so for the moment it can be ruled out as a good 
algorithm for this database, given the tested 
architectures.  

These data do not yet demonstrate statistical 
differences; a K-fold of 10 was required to generate 
statistical tests. 

Regarding the precision parameter (Table 5) 
and the F1 score (Table 6), they are added to 
analyze if there is any important difference; 
however, the results are the same as discussed 
above, there are no variations in comparison with 
accuracy. This is because both measures are 
calculated through false positives and 
false negatives. 

K-Fold cross-validation is used to validate the 
previous data, with size 10, as shown in Table 7. 
In this case, there are important variations.  

First of all, the CNNs in this test did not obtain 
results higher than 89%. Likewise, it can be seen 
that the results are very fluctuating and are 
between 50% and 88.56%. This generated an 
average of 63.18%. 

This variation can be explained because the 
weights in the CNNs are random; this means that 
perhaps, given some weights and given the 
training and testing data structure, the CNN can 
memorize the data. 

Another algorithm that behaved extremely 
inefficiently is ANFIS, which when applying the K-
fold, its performance dropped to 44.56% on 
average. It may be due to memorization as in the 
previous case.  

Also, some membership functions could have 
been better adapted to the data of the first test, but 
in the consecutive tests, the algorithm is no longer 
as efficient. 

In SVM there is also a significant reduction, of 
just over 3 percentage points. In this case, it is 
placed at an average of 94.86%, so it is possible to 
determine that it is still a good algorithm, with a 

good architecture for predicting financial 
bankruptcies, given this database. 

In KNN there is also a slight reduction, of half a 
percentage point. In this case, the reduction is 
minimal, so it can be determined that given the 
architecture used and given this database, it is an 
extremely efficient algorithm to predict a 
financial bankruptcy. 

If a final product is developed that requires little 
computational capacity, this algorithm would be the 
best option, since it consumes very few 
computational resources and generates an 
efficient result. 

Regarding the ANN, there are improves, as 
seen in Table 8, on average it is achieved at 
99.18%; This means, in the k-fold test the ANN 
showed the best average of prediction of 
financial bankruptcy. 

The Friedman test is used for the three best 
algorithms to generate a statistical verification, with 
the results obtained by the K-fold validation.  

It can be seen in the previous section that a 
result of P of 0.000045 is generated, which means 
that the null hypothesis is rejected since it is less 
than 0.05. This hypothesis says that the population 
average is the same in the three algorithms, 
therefore, at least one is different. 

Regarding the Nemenyi test, it can be 
determined that significant differences occur 
between ANN, concerning SVM and KNN with a 
5% significance, given that it is less than 0.05.   

In the optimizations phase, ANN, SVM, and 
KNN are used, since the difference between CNN 
and ANFIS is great and the execution time would 
be much higher. Regarding ANNs, the best result 
obtained in GA is 99.50% in terms of accuracy. 

Likewise, in SVM 99.20% is obtained and in 
KNN 97.46%. Comparatively to the results of the 
first test, an increase of almost 1 percentage point 
can be seen in the ANN and in SVM, as well as half 
a percentage point in KNN.  

In PSO, the best value in terms of accuracy is 
obtained, since 99.70% is achieved in the ANN, 
99.01% in SVM, and 97.15% in KNN. 
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Table 16. Financial ratios from the database of Liang and Tsai [20] 

Return on total assets before taxes Return on total assets after taxes 
Return on assets before interest and  

depreciation, after taxes 

Gross operating margin  Gross sales margin Operating profit rate 

Net interest rate before taxes  Net interest rate after taxes Non-operating net income ratio. 

Continuous interest rate  Operating Expense Rate Research and development expense rate 

Cash flow rate  Interest rate on interest-bearing debt Effective tax rate 

Net value per share (A)  Net value per share (B) Value per share (C) 

Earnings per share for the last four 
seasons  

Cash flow per share Earnings per share 

Operating profit per share  Net earnings per share before taxes Sales gross profit growth rate 

Operating profit growth rate  Net profit growth rate after tax Regular net profit growth rate 

Continuous growth rate of net income  Total assets growth rate Net worth growth rate 

Total Asset Return Growth Rate Ratio  Cash Reinvestment Percentage Current Radius 

Acid Test  Interest Expense Ratio Total Debt/Net Worth 

Debt Ratio  Net Worth/Assets Long-Term Fund Suitability Index 

Debt dependence  Contingent liabilities / net worth Operating profit / paid-in capital 

Net income before taxes / paid-in 
capital  

Inventory and accounts receivable Total asset turnover 

Accounts Receivable Turnover  Average Receivable Days Inventory Turnover Rate 

Frequency of fixed asset turnover  Net worth turnover rate Income per person 

Operating profit per person  Allocation rate per person Working capital to total assets 

Quick assets / total assets  Current assets / total assets Cash / total assets 

Quick assets / current liabilities  Cash / current liabilities Current liabilities with assets 

Operating funds to liabilities  Inventory/working capital Inventory / current liabilities 

Current liabilities/liabilities  Working capital/equity Current liabilities/equity 

Long-term liabilities with current assets  Total income / total expenses Expenses / total assets 

Current asset turnover rate  Rapid asset turnover rate Working capital turnover rate 

Cash turnover ratio  Cash flow to sales Fixed assets to assets 

Current liability to liability  Current liability to equity Equity to long-term liability 

Cash flow to total assets  Cash flow to liabilities Cash flow from operations to assets 

Cash flow to equity  Current liabilities with current assets Liability-asset mark 

Net income to total assets  Total assets to price Total assets to price of gross domestic product 

Interval without credit  Gross profit on sales Net profit from stockholders' equity 

Liabilities versus equity  Degree of financial leverage Interest coverage ratio 

Net income indicator  Shareholders' equity to liabilities  
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The results in this case are consistent. In the 
optimizations, the execution times are extremely 
high. The ANNs took about 1 week per run, of 
which, 10 are done for PSO and 10 for GA. 
Likewise, in SVM, the generation reduction had to 
be done, since some polynomial kernel 
architectures could not complete the execution, 
due to the level of complexity and the penalty that 
is given. 

The KNN algorithm is the fastest in this aspect 
since it could have executions of 6 hours or less, 
depending on the machine where the algorithm is 
run. Finally, a K-Fold is made of the best-optimized 
results, where the surprise is that the ANN 
architecture is not better than the architecture 
obtained in the empirical experimentation phase. 

This, like the result of the CNNs, could be 
because the model in terms of accuracy managed 
to obtain a superior result through memorization, 
which in the end, if these data are moved, it does 
not generate such efficient results. 

Either way, the result is 98.83%, which 
generates a good and usable architecture. In KNN 
there is an improvement of 0.3% and in SVM 
3.92%. SVM had the greatest increase in 
optimizations and helped generate a model that is 
almost on par with the ANN. This means that 
validations or tests can be done with both 
algorithms, whenever greater certainty is required. 

Regarding statistical validation, the Friedman 
test is also used with the K-fold of 10, where a P 
value less than 0.05 is obtained, which rules out 
the null hypothesis. This means that the 
differences are statistically significant. 

In the Nemenyi test, it can be observed that 
significant statistical differences occurred between 
ANN and KNN. There is also a significant 
difference between KNN and SVM. In both cases, 
Nemenyi values lower than 0.05 are generated, 
which is the level of significance. Regarding ANN 
and SVM, it can be stated that they do not have a 
significant difference, since their value was higher 
than the significance level of 0.05. 

Given these statistical results, it can be 
determined that the ANN shows the best results, 
with a significant statistical difference. Finally, 
comparing the values obtained, the best result in 
accuracy terms is obtained by the optimized ANN-
PSO, with an accuracy of 99.70%, followed by the 
optimized SVM-GA value of 99.24%, and finally the 

optimized KNN-GA value of 97.50%; the best 
result in accuracy average with k-fold of 10 is 
obtained by the ANN of empirical analysis with 
99.18% value, followed by the SVM-GA value of 
98.78%, and the KNN-GA value of 96.99%. 

6 Conclusions 

Based on the analysis of the results, it can be 
concluded that the model that has the best 
performance in predicting financial bankruptcy in 
the database of Taiwanese companies is the ANN, 
with 99.18% accuracy values and validating their 
performance using cross validation K-Fold. 

This model has a high computational cost since 
it is a network with a very high number of 
connections, so its use would require a little more 
resource than less precise models. Naturally, it has 
the advantage of having greater precision, when 
doing a deep analysis, than other models. 

Analyzing in terms of computational cost, 
execution time, and accuracy of the algorithm, it 
could be determined that KNN (96.73%) is a good 
option. KNN is an algorithm that is used on a large 
scale due to its low computational cost and low 
complexity, so it would have that advantage on 
its side. 

However, the accuracy shown by ANN would 
be sacrificed. It should be noted that the computer 
where the optimization algorithms are executed is 
not a high-processing one, as it has a 2.90 GHz 
Intel I7 processor, 16 GB of RAM and a graphic 
card of 2 GB. 

The greatest justification for this work is to 
generate a functional model that provides greater 
certainty to the investments of businessmen, 
governments, and people in general. 

With the results provided by these 
computational models, one can be certain that this 
objective is covered, in Taiwanese companies that 
are listed on the stock exchange and that 
have basic financial statements, with 
99.18% effectiveness. 

It can also be concluded that the general 
average of 80% reliability of the “Altman” financial 
prediction tool was exceeded. 

The optimizations generated better results in 
KNN and SVM with little difference, but no 
improvement in ANN. The time taken in the 
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executions must be evaluated with the results 
obtained, as well as the carbon footprint generated 
by having a computer on for a long time. 

Also, in this area, it should be considered for 
future research, not to base the optimizations on 
accuracy values with a single execution, but rather 
to base them on K-fold directly, so as not to have 
inefficient results in the end as happened with 
the ANN. 

It must also be considered that the experiment 
could last 10 times longer or many more 
computational resources, so it must be assessed 
how necessary this implementation would be, 
given the results already obtained. In general, if 
this research is compared with those generated by 
the authors of the related work, it can be concluded 
that competent results were achieved 
comparatively to the best results of each work, 
even better in most cases. 

However, it must be mentioned that they have 
not been compared with the same databases, so 
this comparison, for the moment, would only be in 
terms of accuracy, which is incomplete and would 
require, in the future, comparison with the same 
database of each author to be able to define it. 

It can also be concluded that, with only the 
financial ratios of a company, its financial 
bankruptcy can be predicted. Particularly, with the 
95 financial ratios used in this work. In future work, 
other models for predicting financial bankruptcy will 
be considered, like LSTM network, recurrent 
network, variants of neuro-fuzzy networks, etc. 
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Abstract. In this paper, we study the dragonfly 
algorithm, an optimization method derived from the 
observation of nature and mathematical modeled after 
the swarming behavior of dragonflies. Xin-She Yang 
devised this approach, which has been applied to 
various optimization challenges. [1]. The algorithm 
effectively explores the search space by imitating 
dragonfly behaviors like hunting for prey, fleeing from 
predators, and swarming. The method consists in apply 
Type-1 Fuzzy Logic to some of the parameters of the 
algorithm, in this case, W and Betha to analyze the 
results applied to the mathematical functions F1 through 
F10 included in this paper, once that we have applied 
the adaptation of parameters, we will review the results 
compared with the rest of the papers that implement the 
same mathematical functions, so we can have a general 
idea if this method can be reliable. 

Keywords: Optimization, dragonfly algorithm, bio-
inspired, type-1 fuzzy logic. 

1 Introduction 

Search and optimization algorithms such as 
Particle Swarm Optimization (PSO), Differential 
Evolution (DE), Genetic Algorithm (GA), Firefly 
Algorithm (FA), and Dragonfly Algorithm (DA) have 
proven to be efficient in terms of speed and 
convergence for certain types of problems, so we 
expect the optimization algorithm to work efficiently 
applied to intelligent computing optimization 
problems. These algorithms are based on 
bioinspired principles and have been extensively 
studied and tested in scientific literature. 

The choice of a specific algorithm depends on 
the optimization problem in question and its 
characteristics. However, combining different 

search and optimization algorithms in an algorithm 
can further improve efficiency in terms of 
convergence speed and the quality of the solution 
obtained. Algorithms that combine different search 
and optimization strategies can take advantage of 
the strengths of each of the algorithms and 
overcome their limitations. 

In summary, an optimization algorithm 
combining PSO, DE, GA, and FA are expected to 
perform efficiently when applied to optimization 
problems due to its proven effectiveness in terms 
of speed of convergence in solving optimization 
problems. Where there are insects like dragonflies, 
fireflies, and damselflies, there are many more 
insects with the same similarities for hunting, 
reproduction, or in matters of movement on the 
entire ecosystem. 

Observing the behaviors and structures of 
organisms in nature often suggests they perform 
their functions exceptionally well.  Numerous 
studies have been conducted on this subject, 
including one by Xin-She Yang that began with 
publications pertaining to the firefly algorithm. The 
classification of many species of related insects will 
be reviewed in the following study [2]. 

Metaheuristics encompass broad strategies 
that skillfully blend different methodologies to 
navigate through the solution space. In design of 
optimization, the design objective can be as simple 
as maximizing production efficiency or minimizing 
production costs. An optimization algorithm is a 
technique that compares several solutions 
repeatedly until an ideal or feasible answer is 
identified. Currently, two types of optimization 
methods are frequently employed. 

To transition from one solution to the next, 
deterministic algorithms employ a set of rules. 
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These algorithms have been effectively 
employed to solve a variety of engineering design 
challenges [3].  

Since stochastic algorithms include 
probabilistic translation rules and a random nature, 
they may execute in a different sequence or 
produce a different outcome each time they are run 
with the same input. 

The layout of this article is outlined as follows: 
1. Introduction, where we provide a summary of the 
article's content; 2. Nature Inspiration the new 
optimization technique we offer is based on 
organic inspiration; 3. Literature review, which 
includes all the studies relevant to the topics of this 
article; 4. The presentation and implementation of 
the Dragonfly Algorithm (DA); 5. Type-1 fuzzy logic 
explanation, 6. Results, analysis, and comparison 
of the experiments performed; 7. Analytical 
conclusions and a summary of the investigation 
are described in this article. 

2 Nature Inspiration 

In some cultures, dragonflies were called kachi-
mushi (victorious insects) because they only fly 
forward, which gave them the character of those 
who never retreat and always move forward, 
whatever the circumstances.  

Thus, it became a symbol of strength, courage 
and determination. About 5,000 species of 
dragonflies are known and the algorithm is inspired 
by static behavior and dynamic behavior all 
dragonflies can move together to the same place 
for example a migration.  

In the following, we can review the life cycle of 
the dragonfly. 

The adult dragonfly starts to mate, after that, 
they will lay their eggs in or around the water eggs 
in the water, after the eggs will become a larva and 
after that the dragonfly will emerge. This can be 
appreciated in Fig 1.  

Based on these factors, it was suggested an 
algorithm that follows the model of insects and how 
they adjust to physiological changes by sharing 
resources and communicating to survive and grow. 
This algorithm was called "dragonfly". 

Natural optimization methods have proven to 
be adaptable, flexible, and efficient in handling 
practical problems. 

 

Fig. 1. The dragonfly cycle represents the steps the 
dragonfly must go through to become an 
adult dragonfly 

 

Fig. 2. The dragonfly patterns between individuals in 
the swarm 
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Algorithm 1 Dragonfly algorithm pseudocode 

Initialize Dragonfly population randomly 
Initialize Step vector/Size for dragonfly 

While (current iteration < maximum iteration) 
Calculate fitness values for each dragonfly. 
Update food sources and enemy. 
Update parameters �, �, �, �, � and �. 
Calculate �, �, 	 and 
. 
Update the neighboring radius. 

if dragonfly has at least one neighboring dragonfly. 
Update velocity and position. 

else 
Update position vector 

else if 

Check and correct the new positions based on the 
boundaries of variables. 

End While 

The fact that there is currently no optimization 
technique that can handle all problems is well 
recognized [5]. There are everyday issues that can 
be solved in business, economics, research, and 
other fields. There is a wide variety of optimization 
techniques, and some are more effective than 
others in solving specific problems. There are 
various metaheuristic optimization techniques, for 
example, Particle Swarm Optimization (PSO) [10], 
Artificial Colony Optimization (ACO) [8, 11], 
Artificial Bee Algorithm (ABC) [9], Firefly Algorithm 
(FA) [12], as well as other algorithms based on Hill 
climbing swarms [13], genetic algorithms (GA) [6], 
and different techniques based on trajectories. 
Differential evolution (DE) [14] and genetic 
programming (GP) [16] are examples of 
evolutionary algorithms. 

3 Study of Literature 

There are several social behaviors used in nature 
to carry out various tasks. Although survival is the 
goal of all individuals and collective actions, 
organisms collaborate and interact in groups for a 
variety of purposes, including hunting, defending, 
navigating, and foraging. 

Wolf packs, for example, have some of the 
best-structured social interactions for hunting. 
Wolves often follow a social hierarchy to pursue 
prey in various ways: chasing, circling, tormenting, 

and attacking. [17]. Holland authored a book 
detailing the development of genetic algorithms 
(GAs). De Jong concluded his research by 
showcasing the considerable potential and 
robustness of evolutionary algorithms across 
various objective functions, including those that are 
noisy, multimodal, or discontinuous [6]. To 
minimize their learning and prediction errors 
through iterative trial and error, artificial neural 
networks, support vector machines, and other 
machine learning approaches are genetic 
algorithms and can be considered a heuristic 
optimization methodology. 

In 1961 Van Bergeijk, W. A, Harmon, L. D. and 
Levinson, J. Z., and Harmon, L. D. proposed 
artificial neurons as simple information processing 
units [19, 20, 21]. 

Particle Swarm Optimization (PSO), an 
optimization method inspired by the collective 
intelligence of fish, birds, and even human beings, 
was created in 1995 by James Kennedy and 
Russell C. Eberhart [22, 23]. 

Table 1. Description of the algorithm parameters 

Parameter Description Values 

Population Population size 40 

Boundaries Number of boundaries 2 

Dimensions Dimension’s size 
8, 10, 16, 

32 

Iterations Iterations size 500 � Separation weight  � Alignment weight  	 Cohesion  
 Food factor  � Enemy factor  � Inertia weight  ��  Separation of the 
i=th individual 

 

�� Alignment of the 
i=th individual 

 

	� Cohesion of the 
i=th individual 

 


� Food source of the 
i=th individual 

 

�� Enemy position of the 
i=th individual 

 

t Current iteration  
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Table 2. CEC2013 math functions 

Fun Name Range Nature 

F1 Sphere [-5.12, 5.12] U 

F2 Rosenbrock [-5, 10] U 

F3 Griewank [-600, 600] M 

F4 Rastrigin [-5.12, 5.12] M 

F5 Ackley [-32.768, 32.768] M 

 
Fun Graph Equation 

1 

 

��� � � ���
�

���  

2 

 

��� � � �100����� � ����� � �� � 1�� �!�
���  

3 

 

��� � � ���4000�
��� � # cos '��√)* � 1�

���  

4 

 

��� � 10+ � �,��� � 10 cos2.���/�
���  

5 

 

��� � �� exp ⎝⎛�561+ � ���
�

��� ⎠⎞ � exp ⎝⎛
1+ 6� cos�����

��� ⎠⎞ � � � exp1� 

Fig. 4. Plots of five CEC2013 mathematical functions 
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With time, the PSO method has demonstrated 
its superiority over conventional algorithms and 
genetic algorithms in specific problem domains, 
though it may not be suitable for every scenario. 
There isn't a universal algorithm that excels in all 
optimization problems; hence, current research 
aims to identify the most effective and efficient 
algorithm(s) for particular tasks. D. H. Wolpert 
and W. G. 

Macready introduced the No-Free Lunch 
theorems to caution the scientific community that if 
algorithm A outperforms algorithm B for certain 
optimization functions, then B is likely to 
outperform A for other functions. [24]. Over time, 
researchers S. Nakrani and C. Tovey suggested 
the honey bee algorithm and its use as a foraging 
algorithm for problems including multimodal and 
dynamic optimization. [25]. 

 

Fig. 5 Type-1 fuzzy inference systems w parameter 

 

Fig. 6 Type-1 fuzzy inference systems beta parameter 

 

Fig. 7. Type-1 fuzzy inference systems beta parameter 
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The techniques were inspired by how actual 
bees feed in the nature. To identify spreaders 
utilizing a variety of targets, Amir S. and Ahman Z. 
developed the artificial bee colony (ABC) algorithm 
in 2020. [9]. Particle Swarm Optimization (PSO) 
and the Fire-fly Algorithm (FA), inspired by the 
flashing patterns of fireflies, were combined in a 
practical project undertaken by Khennak, I., Drias, 
H., and Drias, Y. [12]. 

Seyedali Mirjalili et al. proposed the Grey Wolf 
Optimizer (GWO) in 2013 [25], Inspired by grey 
wolves (Canis lupus), it imitates the natural 
leadership structure and hunting strategy of these 
canines. The Coyote Optimization Algorithm, 
which Juliano Pierezan and Leandro dos Santos 
Coelho created in 2018, is a population-based 
metaheuristic for optimization that draws 
inspiration from the canis latrans species [26]. 

In 2020, Abdolkarim Mohammadi-Balani and 
his team introduced their innovative Golden Eagle 
Optimizer algorithm, designed to adjust speed at 
different points along a spiral trajectory, mimicking 
the hunting behavior of golden eagles. [27]. 

Additionally, new metaheuristic algorithms that 
are better than others at solving a particular kind of 
problem will continue to be developed. 

4 Dragonfly Algorithm (DA) 

In nature, practically all other little insects are 
preyed upon by dragonflies, which are thought of 
as small predators. Additionally, nymph dragonflies 
eat other maritime insects and even small fish. The 
intriguing characteristic of dragonflies is their 
uncommon and unusual swarming behavior. 

Table 3. Comparison results for 30 dimensions of CMOA, DA and DA with Type-1 

Fun 
DA CMOA DA Type-1 

Mean Std dev Mean Std dev Mean Std dev 

F1 2.85E-18 7.16E-01 8.11E-09 4.79E-09 1.25E+00 2.88E+0 
F2 7.60E+00 6.79E+0 6.58E-09 3.32E-09 4.41E-01 4.79E-01 
F3 1.03E-02 4.69E-03 1.64E-09 1.39E-09 1.00E+01 5.15E+01 
F4 1.60E+01 9.48E+0 8.13E-09 4.42E-09 1.25E+00 1.55E+0 
F5 2.31E-01 4.87E-01 1.44E-09 1.21E-09 2.11E+02 3.21E+02 

 

Fig. 8. Display and convergence for function 1 

Table 4. Results for function 1 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 1.25E+00 4.09E+00 1.30E+02 1.53E+03 

Std 2.88E+00 1.19E+01 1.70E+02 6.96E+02 
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Only two things cause dragonflies to swarm: 
migration and hunting. Both are referred to as 
swarms—the former as a static (feeding) swarm 
and the latter as a dynamic (migratory) swarm. 

As already mentioned, the DA is an optimization 
technique that draws inspiration from the same-
named bug [28]. The static and dynamic 
characteristics of swarms serve as the primary 
source of inspiration for the DA algorithm. 

These two are extremely like the exploration 
and exploitation phases of metaheuristic 
optimization. The main goal of the exploration 
phase is for dragonflies to organize into sub-
swarms and fly in a static swarm over 
numerous locations. 

Certainly, during times of static swarming, it is 
observed that dragonflies tend to fly together in 
larger groups, all aligning their flight paths—a 
behavior that is notably advantageous, particularly 
during the exploitation phase. 

The primary goal of any swarm is survival, 
every member should be drawn to food sources 
and vigilant against external threats. 

As demonstrated on Fig. 2 the five essential 
factors that affect how individuals in swarms 
update their positions considering these two 
behaviors. Swarm behavior follows three 
important principles: 

1. Separation: Individual avoid static collision 
with neighbor: 

�9   �  � <=
9�� � <9. (1) 

2. Alignment: Individual velocity matched with 
neighbor individuals: 

��  �   � ?9.
=

9��  (2) 

3. Cohesion: Individual tendency toward center 
of the herd: 

	�   �   ∑ <9=9��  A �  <. (3) 

< : This represents the position of an individual, 
which typically denotes its current location or 
coordinates in each space. 

 

Fig. 9. Display and convergence for function 2 

Table 5. Results for function 2 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 4.43E-01 1.00E-07 3.79E+00 1.48E+01 

Std 4.71E-01 1.00E-07 1.55E+00 7.64E+00 

 

Fig. 10. Display and convergence for function 3 

Table 6. Results for function 3 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 2.69E+01 1.80E+02 1.46E+03 1.30E+04 

Std 5.08E+01 2.43E+02 1.70E+03 9.96E+03 

 

Fig. 11. Display and convergence for function 4 

Table 7. Results for function 4 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 1.24E+00 1.85E+00 9.17E+00 2.93E+01 

Std 1.52E+00 1.36E+00 5.81E+00 1.06E+01 
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?9 : This represents the velocity of an individual, 

which typically refers to the speed and direction at 
which it is moving. A: This represents the number of neighborhoods 
or groups of individuals in your system. It is 
essentially a parameter that determines how 
individuals are grouped or organized 
into neighborhoods. Attraction to food source 
is calculated: 


�  �  <�  �  <, (4) 

where: 

< : Is the position of the current individual, 

<�: Is the area of the food. 

Distraction from enemy is calculated: 

��  �  <!  �  <, (5) 

where:  

< : Is the position of the current individual, 

<!: Is the area of the enemy. 

In this research, dragonfly behavior is 
supposed to be a combination of these five 
corrective patterns. Two vectors are used to 
update the position of artificial dragonflies in a 
search space and replicate their movements: step 
(∆< )  and position (< ). The step vector represents 
the direction of the dragonfly movement and is 
described as follows: 

∆<D��  �  ��� � ��� � �	� � �
� � ���� � �∆<� , (6) 

where �  is the separation weight ��  representing 
) � Eℎ  individual's separation, �  represents the 
alignment weight, � represents ) � Eℎ the 
individual’s alignment, and �  represents the 
cohesion weight. 	�  is the ) � Eℎ  individual's 
cohesiveness, �  is the food factor, and 
�  is the 
) � Eℎ  individual's food supply, �  is the enemy 
factor, ��  is the ) � Eℎ  individual's position of 
enemy, �  is the inertia weight, and E  is the 
iteration timer, in Algorithm 1 we can see with more 
detail the pseudocode from dragonfly algorithm. 

Table 1 presents the names and concise 
descriptions of all the parameters applied in the 
Dragonfly algorithm. In the subsequent section of 
this paper, we provide the outcomes of the 
experimentation conducted in this study. 

 

Fig. 12. Display and convergence for function 5 

Table 8. Results for function 5 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 2.05E+02 3.51E+03 1.25E+04 1.88E+05 

Std 3.17E+02 1.67E+04 2.86E+04 1.88E+05 

 

Fig. 13. Display and convergence for function 6 

Table 9. Results for function 6 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 1.25E+00 2.76E+00 7.44E+01 1.50E+03 

Std 5.38E+00 4.87E+00 1.17E+02 1.22E+03 

 

Fig. 14. Display and convergence for function 7 

Table 10. Results for function 7 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 1.39E-02 2.73E-02 6.21E-02 5.83E-01 

Std 1.13E-02 2.13E-02 5.26E-02 3.27E-01 
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Table 2 outlines the titles of five mathematical 
functions from the CEC2013 dataset, along with 
their corresponding scopes and characteristics, 
which were utilized in our investigation. The Fig. 4 
presents graphical representations and 
mathematical equations for five out of the ten 
mathematical functions utilized in this study. 

5 Type-1 Fuzzy Logic 

Fuzzy logic, alternatively referred to as fuzzy sets 
theory, provides a mathematical framework for 
addressing reasoning and decision-making in 
scenarios characterized by uncertainty and 
imprecision. Unlike traditional binary logic where 

statements are either true or false, fuzzy logic 
allows for degrees of truth between 0 and 1, 
representing degrees of membership 
or truthfulness. 

This allows for more nuanced modeling and 
analysis, particularly in areas where precise 
boundaries are difficult to define. [29] Key 
Concepts of Fuzzy Logic: Fuzzy Sets: Fuzzy sets 
are a fundamental concept in fuzzy logic, 
introduced by Lotfi Zadeh in 1965. Unlike classical 
sets where an element either belongs to a set or 
does not, fuzzy sets allow for degrees 
of membership. 

In a fuzzy set, each element has a membership 
value that represents the degree to which the 
element belongs to the set. These membership 
values range between 0 and 1, where 0 indicates 
no membership, 1 indicates full membership, and 
values in between represent degrees of 
partial membership. 

Fuzzy sets are especially useful for modeling 
uncertainties and vagueness present in many real-
world systems. Membership Functions: 
Membership functions are mathematical functions 
that define the degree of membership of each 
element in a fuzzy set. 

These functions map each element from the 
universal set to a real number in the interval [0, 1]. 
There are various types of membership functions, 
such as triangular, trapezoidal, Gaussian, and 
sigmoidal, each suited for different applications 
and interpretations. 

The choice of membership function depends on 
the specific characteristics of the problem domain 
and the preferences of the modeler. Membership 
functions play a crucial role in fuzzy logic systems 
as they determine the degree to which fuzzy sets 
represent real-world phenomena. Fuzzy 
Operators: Fuzzy operators are mathematical 
operations defined on fuzzy sets that allow for 
combining and manipulating fuzzy information. 

These operators extend classical set operations 
such as union, intersection, and complement to 
accommodate the degrees of membership 
associated with fuzzy sets. The basic fuzzy 
operators include union (OR), intersection (AND), 
and complement (NOT). Additionally, there are 
other operators like algebraic product, bounded 
sum, and drastic sum, each serving different 
purposes in fuzzy logic systems. 

 

Fig. 15. Display and convergence for function 8 

Table 11. Results for function 8 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave -2.48E+03 -2.89E+03 -3.78E+03 -5.78E+03 

Std 3.47E+02 3.19E+02 4.74E+02 7.51E+02 

 

Fig. 16. Display and convergence for function 9 

Table 12. Results for function 9 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 1.86E+01 2.77E+01 5.79E+01 1.56E+02 

Std 1.03E+01 1.29E+01 2.05E+01 3.53E+01 
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Fuzzy operators are essential for performing 
reasoning and making decisions in fuzzy logic-
based control systems, pattern recognition, and 
other applications. [32, 33, 34]. Example: Consider 
the concept of "temperature" in a room. Instead of 
categorizing it simply as "hot" or "cold," fuzzy logic 
allows for a more nuanced approach. 

We might define a fuzzy set for "comfortable 
temperature" with a membership function that 
peaks around 22 degrees Celsius. Then, if the 
room is at 20 degrees, it might have a membership 
value of 0.8 in the "comfortable temperature" set, 
indicating it is somewhat comfortable but 
not perfect. 

Adaptation of Type-1 Fuzzy Logic 

We will present Type-1 fuzzy inference systems 
implemented for the parameters w and beta of the 
Dragonfly algorithm in the following table. Here, in 
Fig. 5, we can observe the inference functions with 
the iteration parameter as input and the parameter 
was output, with their three fuzzy rules: 

Fuzzy Rules for the Parameter w: 

1. If iteration is low, then w is high. 

2. If iteration is medium, then w is medium. 

3. If iteration is high, then w is low. 

Here, in Fig. 6 we can observe the inference 
functions with the iteration parameter as input and 
the beta parameter as output, with their three 
fuzzy rules. 

Fuzzy Rules for the Parameter Beta: 

1. If iteration is low, then beta is high. 

2. If iteration is medium, then beta is medium. 

3. If iteration is high, then beta is low. 

In Fig. 7, we can observe the inference 
functions with the iteration parameter as input and 
the parameter was output, with its five fuzzy rules: 

Fuzzy Rules for the Parameter w: 

1. If iteration is low, then w is high. 

2. If iteration is low, then w is medium. 

3. If iteration is medium, then w is medium. 

4. If iteration is high, then w is medium. 

5. If iteration is high, then w is high. 

6 Results and Comparison  

In Table 3, we present a comparison of outcomes 
derived from two distinct algorithms: The Dragonfly 
Algorithm (DA), where the Dragonfly algorithm is 
integrated with type-1 application to parameters 
such as Beta and w, and the Continuous 
Mycorrhiza Optimization Algorithm (CMOA). The 
table showcases the most favorable mean values 
and standard deviations obtained from each 
experiment across different functions. 

The bio-inspired Dragonfly Algorithm serves as 
a remarkable example of how nature's 
mechanisms can provide creative and effective 
solutions to modern technological obstacles. Table 
4 showcases the best results acquired from 30 
experiments conducted across dimensions of 8, 
10, 16, and 32. 

These experiments employed a population of 40 
dragonflies and a maximum of 500 iterations, 
tailored specifically for Function 1. Fig 8 depicts the 
graphical representation and convergence curve 
for Function 1. 

Table 5 displays the best results achieved from 
30 experiments carried out across dimensions of 8, 
10, 16, and 32. These experiments employed a 
population of 40 dragonflies and a maximum of 500 
iterations, all tailored for Function 2. Fig 9 visually 

 

Fig. 17. Display and convergence for function 10 

Table 13. Results for function 10 experiments 

500 Iterations 

40 Dragonflies 

Exp 8 Dim 10 Dim 16 Dim 32 Dim 

Ave 1.52E+00 2.57E+00 4.42E+00 9.53E+00 

Std 1.14E+00 1.54E+00 1.41E+00 1.72E+00 
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represents the performance and convergence 
curve for Function 2. 

Table 6 presents the optimal values obtained 
from 30 experiments conducted across dimensions 
of 8, 10, 16, and 32. 

These experiments utilized a population of 40 
dragonflies and a maximum number of 500 
iterations, all specifically designed for Function 3. 
In Fig. 10, it is illustrated the display and 
convergence curve for Function 3. Table 7 
presents the optimal values obtained from 30 
experiments conducted across dimensions of 8, 
10, 16, and 32. 

These experiments utilized a population of 40 
dragonflies and a maximum number of 500 
iterations, all specifically designed for Function 4. 
In Fig. 11, we illustrate the display and 
convergence curve for Function 4. 

Table 8 presents the optimal values obtained 
from 30 experiments conducted across dimensions 
of 8, 10, 16, and 32. These experiments utilized a 
population of 40 dragonflies and a maximum 
number of 500 iterations, all specifically designed 
for Function 5. In Fig. 12, we illustrate the display 
and convergence curve for Function 5. 

Table 9 presents the optimal values obtained 
from 30 experiments conducted across dimensions 
of 8, 10, 16, and 32. These experiments utilized a 
population of 40 dragonflies and a maximum 
number of 500 iterations, all specifically designed 
for Function 6. 

In Fig. 13, it is illustrated the display and 
convergence curve for Function 6. Table 10 
presents the optimal values obtained from 30 
experiments conducted across dimensions of 8, 
10, 16, and 32. These experiments utilized a 
population of 40 dragonflies and a maximum 
number of 500 iterations, all specifically designed 
for Function 7. 

In Fig. 14, we illustrate the display and 
convergence curve for Function 7. Table 11 
presents the optimal values obtained from 30 
experiments conducted across dimensions of 8, 
10, 16, and 32. These experiments utilized a 
population of 40 dragonflies and a maximum 

number of 500 iterations, all specifically designed 
for Function 8. 

In Fig. 15, we illustrate the display and 
convergence curve for Function 8. Table 12 
presents the optimal values obtained from 30 
experiments conducted across dimensions of 8, 
10, 16, and 32. 

These experiments utilized a population of 40 
dragonflies and a maximum number of 500 
iterations, all specifically designed for Function 9. 
In Fig. 16, it is illustrated the display and 
convergence curve for Function 9. 

Table 13 presents the optimal values obtained 
from 30 experiments conducted across dimensions 
of 8, 10, 16, and 32. These experiments utilized a 
population of 40 dragonflies and a maximum 
number of 500 iterations, all specifically designed 
for Function 10. Fig. 17 illustrates the display and 
convergence curve for Function 10. 

7 Conclusions 

In conclusion, when comparing the Dragonfly 
method with itself, utilizing a population of 40 
Dragonflies and an iteration value of 500, but with 
the incorporation of Type-1 fuzzy logic adaptation 
for parameters w and beta, we can confidently 
state that much better results are obtained. 

Furthermore, when compared to the CMOA 
algorithm in 50 dimensions, the Dragonfly method 
continues to yield superior outcomes, as 
evidenced in more detail in Table 3, significantly 
enhancing the results when mean and standard 
deviation are applied across all 
experiments conducted. 

We will continue to generate results, with future 
work focusing on adapting Type-2 fuzzy logic to 
further compare outcomes with other algorithms. 
The findings will be shared with the community to 
support fellow researchers. 

It is worth mentioning that while the DA method 
may not represent the ultimate optimization 
technique presently accessible, it does 
demonstrate potential and can be beneficial in 
particular optimization problem contexts.  

As future work, we will consider other 
metaheuristics for the same approach, like in [35-
40]. Later, we expect to utilize type-2 fuzzy logic 
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[41-44] for parameter adaptation in the dragon fly 
algorithm, as in [45-46]. 
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Abstract. In the present landscape of cloud computing, 
the effective scheduling of tasks stands as a pivotal 
element in optimizing the operational efficiency of 
distributed systems. This paper conducts a thorough and 
comparative examination of recent trends and progress 
within this vital and ever-evolving domain. By 
meticulously reviewing crucial performance metrics and 
critically analyzing state-of-the-art methodologies, we 
present a comprehensive overview of Cloud Task 
Scheduling. We emphasize the shift towards multi-
objective strategies, mirroring the escalating complexity 
and diversity witnessed in cloud environments. 
Employing innovative approaches and illustrative case 
studies, we delve into the practical implementation of 

prominent algorithms, including ���� , MaOEA-SIN, and 
MALO. The detailed analysis not only underscores their 
efficacy in real-world contexts but also pinpoints areas 
ripe for enhancement and adaptation within multi-cloud 
settings. Beyond offering an in-depth understanding of 
the latest developments in Cloud Task Scheduling, this 
article endeavors to stimulate collaboration and 
discourse within the academic and professional 

community. We aim to ignite future advancements, 
thereby contributing to the sustained growth of this 
strategic and dynamic field. 

Keywords. Cloud task scheduling, cloud computing, 
strategies and techniques, multi-
objective metaheuristics. 

1 Introduction 

Cloud computing is an information technology 
service delivery model that allows access to 
computing resources over the Internet. Instead of 
owning and maintaining servers and other 
infrastructure components locally, organizations 
and users can rent or use cloud services provided 
by specialized providers. In the current era of cloud 
computing, Cloud Task Scheduling emerges as an 
essential component to optimize resource 
management in distributed systems. 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 783–801
doi: 10.13053/CyS-28-2-5023

ISSN 2007-9737



Cloud computing has revolutionized the way 
organizations manage and access computing 
resources, offering flexibility and scalability. In this 
context, efficient task allocation becomes a crucial 
factor in optimizing performance and resource 
utilization in cloud environments. 

Cloud Task Scheduling refers to the efficient 
planning and execution of tasks in distributed 
systems and cloud computing environments. 

This discipline seeks to address complex 
challenges, such as optimal resource allocation, 
minimization of execution time, and maximization 
of the utilization of available resources. Given the 
increasing diversity and complexity of cloud 
environments, it becomes imperative to adopt 
advanced approaches to task scheduling. 

Instead of relying on single performance 
metrics, the current trend is toward multi-objective 
strategies that consider multiple metrics 
simultaneously. This addresses the need to 
address multiple objectives and challenges 
inherent to cloud task scheduling, such as 
makespan minimization, cost optimization, and 
load balancing. 

The adoption of multi-objective algorithms 
allows greater flexibility and adaptability to 
dynamic and heterogeneous cloud environments. 
This article dives into a detailed exploration of the 
latest trends and advancements in Cloud 
Task Scheduling. 

Through a review of key performance metrics 
and critical analysis of cutting-edge 
methodologies, a comprehensive overview of this 
vital discipline is provided. The importance of multi-
objective approaches is highlighted, and 
representative case studies will be explored. 

The detailed analysis not only highlights 
effectiveness in real-world scenarios but also 
identifies areas ripe for improvements and 
adaptations in multi-cloud environments. 

Through this work, we seek to provide an in-
depth understanding of the latest developments in 
Cloud Task Scheduling, as well as foster 
collaboration within the academic and professional 
community and highlight future advances to 
contribute to the continued growth of this 
research field. 

2 Architectural Components of 
Cloud Computing 

The cloud computing architecture is a service 
model that provides on-demand access to shared 
computing resources over the Internet. This 
architecture applied to the Cloud Task Scheduling 
problem is generally divided into several service 
models and layers, each with its characteristics 
and functions. This allows efficient execution of 
distributed applications. As service models: 

– Infrastructure as a Service (IaaS): Offers 
virtualized computing, storage, and network 
resources over the Internet. Users can 
manage and control these resources 
according to their needs. 

- Platform as a Service (PaaS): Provides 
complete development and execution 
environments, including database services, 
middleware, and development tools. Users 
focus on application development without 
worrying about managing the 
underlying infrastructure. 

- Software as a Service (SaaS): Offers complete 
applications through the cloud, generally 
accessible through a web browser. Users can 
use these applications without worrying about 
infrastructure management, updates, 
or maintenance. 

As deployment models: 

 

Fig. 1. Diagram by layers of cloud computing 
architecture [1] 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 783–801
doi: 10.13053/CyS-28-2-5023

Jessica González-San-Martín, Laura Cruz-Reyes, Bernabé Dorronsoro, et al.784

ISSN 2007-9737



Algorithm 1 General framework of ���� algorithm 
Input: System parameters 

Output: Best solution 
1: for � = 1 to �size do 
2: Initialize the solution in a random way. 
3: Evaluate it and insert it into the initial  

population. 
4: Record the best solution found so far. 
5: while the stopping criterion is not satisfied  

do 
6: Employed bee phase 

7: for � = 1 �	
�� do 

8: Set the �� employed bee on the ��  
food source in the current population  
and perform the explotation task. 

9:  Evaluate the newly generated solution  
 and initialize the adaptive  
 neighborhood structure. 

10:  Onlooker bee phase 

11:  for � = 1 �	
��  
do 

12:  Randomly select three solutions in the  
 current population, select the best one  
 as the food source for the onlooker by  
 using the tournament selection  
 method. 

13:  Perform the exploitation task around  
 the selected food source. 

14:  Evaluate the newly generated solution  
 and update the adaptive 
  neighborhood structure. 

15:  Perform the deep exploitation around  
 the newly generated food source 
 found by the above step. 

16:  Scout bee phase 

17:  If a solution in the population has not been  
 improved during the limit trials, abandon it. 

18:  Generate eight neighboring solutions by  
 using the perturbation structures, and 
 select the best neighboring solution as the  
  scout bee to replace the current solution. 

19:  Deep-exploitation phase 

20:  Perform the deep-exploitation process  
 around the best food source found so far. 

21:  Replace the worst food source in the  
  current population with the best one. 

22: Output Best solution 

- Public Cloud: Provides services over the 
Internet for the public. Resources are shared 
between multiple users and organizations. 

- Private Cloud: Resources are used exclusively 
by one organization. 

It may be managed internally by the 
organization or by a specialized service provider. It 
provides greater control and customization but also 
involves higher costs. 

- Hybrid Cloud: Combines resources from public 
and private clouds, allowing the portability of 
data and applications between them. It offers 
flexibility and the ability to take advantage of 
the benefits of both implementations. 

Finally, within the context of layers, Wei [1] 
presents the following structure (Fig. 1) that 
composes the architecture of cloud computing: 

– Client Layer (Client): This is the outermost 
layer and represents the interfaces through 
which users interact with cloud services. It may 
include graphical user interfaces, command 
line interfaces, mobile applications, and other 
means through which users access and 
manage cloud resources. 

– Application Layer: In this layer are the 
applications and services that users deploy in 
the cloud. It may include web applications, 
business applications, and data analysis 
services, among others. These applications 
run on top of the infrastructure provided by the 
lower layers. 

– Platform Layer: The platform layer provides 
execution environments and services that 
facilitate the development, deployment, and 
management of applications. Here is the 
platform as a service (PaaS), which includes 
managed databases, application servers, 
development environments, and other 
services that allow developers to focus on 
application logic without worrying about the 
underlying infrastructure. 

– Infrastructure Layer: In this layer, infrastructure 
as a service (IaaS) is provided that includes 
computing resources, storage, and networks. 
Users can provision and manage virtual 
machines, virtual disks, virtual networks, and 
other resources as needed. 

This layer serves as the base upon which the 
upper layers are built. 

– Cloud Servers: At the lowest level, there are 
the physical and virtual servers that form the 
cloud infrastructure. 
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Algorithm 2 Framework of MaOEA-SIN 
Input: The population �, the reference point � 

Output: Population � 
1: ��
� = min (�
) //the minimum value for the 

objective function 
2: while (� < �max) do 
3: �
 = sin �(�
) 
4: Select two individuals randomly  ! and  " 
5: If  ! <  " 
6: Mating Pool)�* =  Mating Pool)�* ∪  !  
7: else if �,! < �," 
8: Mating Pool)�* =  Mating Pool)�* ∪  ! 
9: - = crossovermutation(Mating Pool)p*) 

10: 4 = )�, -* 6 = ||4
 , ��
�|| 
11:    for 8 = 1 ∶ :  do //population with size : 
12:  Select two individuals with minimum  

 angle 4
 , 4; 

13:  If 6(4
) >  6(4;) 

14:  4
 → )* //Eliminating the individual 

 

Algorithm 3 Ant Lion optimizer algorithm 
1: Initialize the random solutions 

2: Calculate the fitness function 
3: Find the best antlions and assume it as the 

optimal so far 
4: while the termination criterion is not reached 

do 
5:  for each solution (ant)  

do 
6: Select an antlion using Roulette wheel 

7: Update the perimeters > and � 

8: Create a random walk normalize the  
chosen random walk 

9: If ?¡ = A� then 

10: Update the current solution by  
using Eq. (15) 

11: else if ? = A� then 

12: Update the current solution by  
using Eq. (23) 

13:  If ?¡ = A� then 

14: Update the current solution by  
using Eq. (23) 

15: Calculate the fitness function of all  
solutions using Eq. (13) 

16: Replace an antlion (new solution) with  
its corresponding ant (current) if  
becomes fitter. 

17: Update the current best solution if an    
antlion becomes fitter than the old best. 

18: return Thebestsolution(elite) 

These servers are managed by cloud service 
providers and provide the resources necessary to 
host applications and services. They can include 

globally distributed data centers to ensure 
availability and redundancy. 

Users and developers mainly interact with the 
upper layers (Client, Application, and Platform), 
while cloud service providers manage the 
underlying infrastructure (Cloud Infrastructure 
and Servers). 

This hierarchical approach facilitates the 
management and scalability of cloud services, 
allowing users to focus on application development 
and deployment without worrying about managing 
physical infrastructure. 

3 Unique Challenges and 
Opportunities in Cloud 
Task Scheduling 

The dynamic and distributed environment of cloud 
computing poses several challenges and 
opportunities when it comes to efficient task 
scheduling. Task scheduling policies and schemes 
have direct impacts on effective resource utilization 
and user task efficiency in the cloud. 

Consequently, achieving optimal scheduling 
and allocation of user tasks remains a very 
important issue in the field of cloud computing [2]. 

Below, we will explore some of the most 
important aspects that professionals in the field 
propose to address to optimize the performance 
and effectiveness of task scheduling in this 
innovative environment. Among the challenges 
identified are: 

− Variability in Resources: The shared nature 
of cloud resources introduces variability in 
virtual machine performance and resource 
availability. Task scheduling must be able to 
adapt to these fluctuations to ensure 
efficient execution. 

− Network Latency: The geographic distribution 
of data centers and reliance on cloud services 
can lead to significant network latencies. 
Minimizing the impact of latency on task 
scheduling becomes a critical challenge. 

− Dynamic Elasticity: The ability to scale 
resources on demand is essential in the cloud. 
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However, effectively implementing dynamic 
elasticity without compromising performance 
presents specific challenges. 

− Coordination and Communication: Effective 
coordination between distributed tasks and 
efficient management of communication 
between components are crucial aspects to 
avoid bottlenecks and ensure smooth 
execution of tasks. In the area of opportunities, 
the following standout:  

− Resource Optimization: Flexibility in cloud 
resource allocation provides opportunities to 
optimize resource utilization, reducing costs 
and improving energy efficiency. 

− Orchestration Services: The increasing 
availability of orchestration services, such as 
Kubernetes, offers opportunities to simplify the 
management and coordination of 
distributed tasks. 

− Predictive Analysis: Predictive analytics 
based on historical data can be used to 
anticipate load patterns and improve decision-
making in task scheduling, thereby 
optimizing performance. 

− Intelligent Automation: Applying intelligent 
automation techniques, such as machine 
learning, can improve adaptive capacity and 
real-time decision-making to address dynamic 
cloud challenges. 

Exploring these challenges and opportunities 
will provide a more complete view of the critical 
aspects to consider when designing effective task 
scheduling strategies in the cloud 
computing environment. 

4  Innovative Strategies 
and Techniques 

Research in cloud task scheduling has 
experienced notable advances in the last decade, 
highlighting innovative strategies and advanced 
techniques. From 2019 to the present, numerous 
studies have explored and refined approaches to 
optimize task allocation in cloud computing 
environments, creatively addressing changing 
challenges. In this section, we present a summary 
of the most recent works in the literature, covering 
the period from 2019 to the present, and 
highlighting the strategies used by each. 

With a total of 26 studies selected, an important 
shift towards multi-objective strategies instead of a 
single objective is highlighted. This change reflects 
the complexity of cloud environments, where 
optimizing a single objective may not be enough. 
Considering multiple performance metrics 
becomes essential for more adaptable and 
efficient solutions. 

Next, we present works that adopt this multi-
objective approach, highlighting the importance of 
considering multiple performance criteria in cloud 
task scheduling. 

Table 1. Most commonly used performance metrics in 
cloud task scheduling 

Performance 
metric 

Definition 

Makespan 
The total time from start to 
completion of all scheduled 
tasks. 

Throughput 
The number of tasks 
completed per unit of time. 

Latency 
The time a task takes from 
request to completion. 

Resource 
utilization 

The proportion of resources 
(CPU, memory, etc.) used 
during task execution. 

Resource 
allocation 

The system's ability to allocate 
resources in an equitable and 
optimized manner. 

Cost 

The total expenditure 
associated with the execution 
of tasks, considering factors 
such as the cost of 
infrastructure and energy. 

Load balancing 
The equitable distribution of 
the workload among available 
resources. 

Energy efficiency 
The system's ability to perform 
tasks with the lowest possible 
energy consumption. 
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We seek to offer a comprehensive view of the 
latest innovations, emphasizing the effectiveness 
of multi-objective approaches in this context. 

Pang, 2019 [3] 

– Algorithm: EDA-CG 

– Year: 2019 

– Strategy/Technique: Estimation of distribution 
algorithm (EDA) and genetic algorithm (GA). 

– No. Objectives: 2 

– Objectives: Makespan and load balancing. 

Langhnoja and Joshiyara, 2019 [4] 

– Algorithm: Multi-objective based Integrated 
Task scheduling. 

– Year: 2019 

– Strategy/Technique: A ranking method to find 
the best possible solution. 

– No. Objectives: 3 

– Objectives: Makespan, cost, and 
load balancing. 

Abdullahi et al., 2019 [5] 

– Algorithm: CMSOS 

– Year: 2019 

– Strategy/Technique: Chaotic optimization 
strategy and chaotic local search strategy are 
applied to Pareto Fronts. 

– No. Objectives: 2 

– Objectives: Makespan and cost. 

Abdullah et al., 2019 [6] 

– Algorithm: MOPSO and MOPSO_SI 

– Year: 2019 

– Strategy/Technique: Multi-Objectives PSO 
(MOPSO) and MOPSO with Importance 
Strategy (IS). 

– No. Objectives: 3 

– Objectives: Makespan, cost, and 
load balancing. 

Li and Han, 2020 [7] 

– Algorithm: ����  

– Year: 2020 

– Strategy/Technique: Hybrid discrete artificial 
bee colony (ABC) algorithm and permutation-
based encoding method. 

– No. Objectives: 3 

– Objectives: Makespan, device workload, and 
total workloads. 

Cai et al., 2020 [8] 

– Algorithm: MaOEA-SIN 

– Year: 2020 

– Strategy/Technique: Many-objective intelligent 
algorithm with sine function. 

– No. Objectives: 6 

– Objectives: Makespan, cost, throughput, 
energy, resource utilization, and 
balancing load. 

Singh et al., 2020 [9] 

– Algorithm: CPO-MTS 

– Year: 2020 

– Strategy/Technique: Crow Search optimization 
Algorithm (CSA) and the Penguin Search 
Optimization Algorithm (PeSOA). 

– No. Objectives: 4 

– Objectives: Load balancing, resource 
utilization, makespan, and Quality of Service. 

Abualigah and Diabat, 2021 [10] 

– Algorithm: MALO 

– Year: 2021 

– Strategy/Technique: Hybrid antlion 
optimization algorithm with elite-based 
differential evolution. 

– No. Objectives: 3 

– Objectives: Makespan, response time (CPU), 
and resource utilization. 

Guo, 2021 [11] 

– Algorithm: Fuzzy self-defense algorithm 

– Year: 2021 

– Strategy/Technique: Fuzzy self-
defense algorithm. 

– No. Objectives: 3 

– Objectives: Makespan, load balancing, 
and cost. 
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Emara et al., 2021 [12] 

– Algorithm: G-MOTSA 

– Year: 2021 

– Strategy/Technique: Modified genetic 
algorithm (GA). 

– No. Objectives: 6 

– Objectives: Makespan, throughput, scheduling 
length, resource utilization, energy, and 
imbalance degree. 

Kruekaew and Kimpan, 2022 [13] 

– Algorithm: MOABCQ 

– Year: 2022 

– Strategy/Technique: Hybrid artificial bee 
colony algorithm with reinforcement learning. 

– No. Objectives: 3 

– Objectives: Makespan, cost, and 
resource utilization. 

Mahmoud et al., 2022 [14] 

– Algorithm: TS-DT 

– Year: 2022 

– Strategy/Technique: Multi-objective task 
scheduling algorithm is proposed based on the 
decision tree. 

– No. Objectives: 3 

– Objectives: Makespan, resource utilization, 
and load balancing. 

Mangalampalli et al., 2022 [15] 

– Algorithm: CSO 

– Year: 2022 

– Strategy/Technique: Cat Swarm 
Optimization algorithm. 

– No. Objectives: 4 

– Objectives: Makespan, migration time, energy, 
and cost. 

Mangalampalli et al., 2023 [16] 

– Algorithm: MOTSGWO 

– Year: 2023 

– Strategy/Technique: Grey wolf 
optimization algorithm. 

– No. Objectives: 3 

– Objectives: Makespan, migration time, 
and energy. 

Cui et al., 2023 [17] 

– Algorithm: MO-MFO 

– Year: 2023 

– Strategy/Technique: Evolutionary multi-
factorial optimization algorithm. 

– No. Objectives: 3 

– Objectives: Makespan, cost, and 
load balancing. 

Chandrashekar et al., 2023 [18] 

– Algorithm: HWACO 

– Year: 2023 

– Strategy/Technique: Hybrid Weighted Ant 
Colony Optimization algorithm. 

– No. Objectives: 2 

– Objectives: Makespan and cost. 

Agarwal et al., 2023 [19] 

– Algorithm: HGA-ECS 

– Year: 2023 

– Strategy/Technique: Integration of Genetic 
Algorithm (GA) and Energy Conscious 
Scheduling (ECS) model. 

– No. Objectives: 3 

– Objectives: Makespan, energy consumption, 
and optimization of task scheduling 
over processors. 

Mangalampalli et al., 2023 [20] 

– Algorithm: MOTSWAO 

– Year: 2023 

– Strategy/Technique: Whale 
Optimization Algorithm. 

– No. Objectives: 2 

– Objectives: Makespan and 
energy consumption. 

Malti et al., 2023 [21] 

– Algorithm: Hybrid Multi-objective 
Optimization Algorithm. 

– Year: 2023 
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– Strategy/Technique: Combination of flower 
pollination behavior and grey wolf optimizer 
strategy for task scheduling optimization. 

– No. Objectives: 4 

– Objectives: Makespan, resource utilization, 
degree of imbalance, and maximization of 
throughput in heterogeneous IaaS 
cloud environments. 

Pirozmand et al., 2023 [22] 

– Algorithm: IPSO 

– Year: 2023 

– Strategy/Technique: Multi-adaptive learning 
strategy to shorten the execution time of the 
original PSO algorithm. 

– No. Objectives: 3 

– Objectives: Makespan, load balancing and 
execution time. 

Khan, 2024 [23] 

– Algorithm: HLFO 

– Year: 2024 

– Strategy/Technique: Convolutional and 
Recurrent Neural Networks in a deep learning 
model for load calculation, Reinforcement 
Learning with a Hybrid Lyrebird Falcon 
Optimization (HLFO) algorithm. 

– No. Objectives: 4 

– Objectives: Makespan, energy consumption, 
resource utilization and Quality of 
Service (QoS). 

Sabat et al., 2024 [24] 

– Algorithm: Adaptive PSO-ACO 

– Year: 2024 

– Strategy/Technique: Adaptive particle swarm 
optimization (PSO) and ant colony 
optimization (ACO). 

– No. Objectives: 3 

– Objectives: Cost, makespan and 
execution time. 

Gupta and Singh, 2024 [25] 

– Algorithm: WOA-Scheduler 

– Year: 2024 

– Strategy/Technique: Whale 
Optimization Algorithm. 

– No. Objectives: 3 

– Objectives: Cost, makespan and 
load balancing. 

Ciptaningtyas et al., 2024 [26] 

– Algorithm: Improved Squirrel Search Algorithm 
(SSA) 

– Year: 2024 

– Strategy/Technique: Integration with 
Opposition Based Learning (OBL) method to 
address premature convergence. 

– No. Objectives: 3 

– Objectives: Makespan, throughput, and 
resource utilization. 

Nithiavathy et al., 2024 [27] 

– Algorithm: AGDESMA 

– Year: 2024 

– Strategy/Technique: Slime Mould Algorithm 
(SMA) and Adaptive Guided Differential 
Evolution (AGDE). 

– No. Objectives: 2 

– Objectives: Makespan and cost. 

Behera and Sobhanayak, 2024 [28] 

– Algorithm: Hybrid GA-GWO 

– Year: 2024 

– Strategy/Technique: Grey Wolf Optimization 
Algorithm (GWO) and the Genetic 
Algorithm (GA). 

– No. Objectives: 3 

– Objectives: Makespan, cost and 
energy consumption. 

5 Critical Examination of State-of-the-
Art Methods 

The previous section has provided an overview of 
the most recent works in cloud task scheduling, 
highlighting innovative strategies and advanced 
techniques used by various researchers. Now, we 
will delve into a critical analysis focused on the 
three most representative works in this collection. 
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Each of these studies has contributed to the 
evolution of methods and approaches in task 
allocation optimization. We will break down in 
detail the techniques used, and the algorithms 
implemented by these selected works. 

By critically examining these notable studies, 
we seek to provide an in-depth understanding of 
the key contributions that have driven the current 
state of the art in cloud task scheduling. This 
analysis will not only illustrate the strengths and 
limitations of each approach but will also establish 
a solid framework for understanding the broader 
landscape of research in this dynamic and 
constantly evolving field. 

5.1 Hybrid Multi-Objective Artificial Bee 
Colony Algorithm 

Li and Han [7] proposed an algorithm called ���� , 
a hybrid and improved version of the artificial bee 
colony (ABC) algorithm. In this approach, the initial 
problem is modeled as a hybrid flow shop 
scheduling (HFS) problem, addressing both single 
and multiple objectives. In the context of multi-
objective HFS problems, three objectives are 
simultaneously considered: minimizing the 
makespan, the maximum workload on the device, 

and the total workloads on all devices. The scope 
of the algorithm extends to two distinct types of 
HFS: those with identical parallel machines and 
those involving unrelated machines. The proposed 
approach incorporates three categories of artificial 
bees, namely employed, observer, and scout bees, 
similar to the classical ABC scheme. 

Each solution is represented by a string of 
integers. To adapt to the particularities of the 
problem, various perturbation structures are 
explored, and designed to improve the search 
capabilities of the algorithm. 

The inclusion of an improved version of the 
adaptive perturbation structure in the proposed 
algorithm stands out, which seeks to effectively 
balance the exploitation and exploration capacity 
during the optimization process. A simple but 
highly effective selection strategy, along with an 
updated approach, is implemented to enhance the 
exploitation process. 

To further intensify mining capabilities, a deep 
mining operator is introduced. In addition, an 
improved version of the scout bee is introduced 
that uses various local search methods to find the 
best food source or abandoned solution. This 
approach significantly contributes to improving the 
convergence ability of the proposed algorithm. 

Table 2. Results obtained in [7] for the different objectives that ����addresses 

Problem 
BCDE 

FG FH FI Fitness Value Average Makespan Time (s) 

1 23+ 19 119.65 41.13+ 23+ 1.25 

2 297+ 193.6 1642.7 535.12+ 297+ 0.53 

Table 3. Results comparison presented in [7] of ���� algorithm against other approaches in the literature in terms 

of makespan 

Problem 
BCDE AIS SFLA EDA 

FG Average Makespan FG Average FG Average. FG Average 

1 23+ 23+ 27 27 24 24 23 23.4 

2 297+ 297+ - - 297 307.3 297 297.4 

Table 4. Parameter settings for cloud simulation [8] 

Cloud Mips Cost Bandwidth Transmission 

Cloud1 300-450 0.03 1024-2048 0.01 

Cloud2 500-1000 0.06 2048-3072 0.02 

Cloud3 1500-2000 0.09 3072-4096 0.03 
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The effectiveness of the algorithm is tested 
using widely recognized benchmark instance sets, 
and performance verification of the proposed 
algorithm is performed. 

5.2 Many-Objective Intelligent Algorithm with 
Sine Function 

Cai et al. [8] developed a multi-objective distributed 
programming model that covers six objectives: 
total time, cost, cloud performance, 
energy consumption, resource utilization, and 
load balancing. 

Furthermore, they introduced an intelligent 
multi-objective algorithm with a sine function to 
implement this model, called MaOEA-SIN. This 
algorithm considers the variation trend of the 
diversity strategy in the population, modeling it in 
an analogous way to the sine function. 

The experimental results show outstanding 
programming efficiency, which contributes to 
improving security. This work presents a new 
perspective to address the challenging problem of 
data processing in the Internet of Things. 

5.3 Multi-Objective Optimization Method using 
Hybrid Antlion Optimizer Algorithm 

Abualigah and Diabat [10] introduced an innovative 
algorithm, called MALO, that combines antlion 
optimization with elite-based differential evolution 
to solve multi-objective task scheduling problems 
in cloud computing environments. In this method, 
the multi-objective nature of the problem arises 
from the need to minimize the makespan and 
maximize the resource utilization simultaneously. 

The antlion optimization algorithm was 
improved by incorporating elite-based differential 
evolution as a local search technique. This 
approach improves the exploitability of the 
algorithm and prevents the possibility of getting 
trapped in local optima. The obtained results 
revealed that MALO outperformed other well-
known optimization algorithms. 

Notably, MALO showed faster convergence 
compared to other approaches when applied to 
larger search spaces, positioning it as a suitable 
option to address large-scale programming 
problems. In addition, a statistical analysis was 
carried out using �-tests, evidencing a significant 
improvement in the results obtained by MALO. The 
comprehensive evaluation of leading methods in 
cloud task scheduling reveals a diversity of 
innovative approaches and advanced strategies. 

The three works examined have proven to be 
pioneers in the development of efficient and 
effective solutions to the challenges inherent in this 
dynamic field. Together, these works have not only 
contributed significantly to the current state of the 
art in cloud task scheduling but also provided 
valuable insights and foundations for future 
research in this dynamic and challenging field. 

6 Performance Metrics and 
Benchmarks 

In the dynamic and challenging realm of Cloud 
Task Scheduling, accurate evaluation of algorithm 
performance becomes a crucial component for 
efficient solution development and deployment. To 
carry out this evaluation, an essential set of tools is 
used: performance metrics and benchmarks. 

Table 5. Numerical analysis of different algorithms vs MaOEA-SIN with six objectives [8] 

Algorithm 
Total time (Min) Cost (Min) Throughput (Max) L. Balancing (Min) RU (Max) Energy (Min) 

Average 

NSGA-III 5.2260x105 9.8234 x105 3.9296 x10-4 2.6874 x107 6.7570 x10-1 3.5439 x104 

VaEA 3.8351x105 7.7333 x105 3.8251 x10-4 2.2864 x107 7.9762 x10-1 2.7588 x104 

GrEA 4.7793 x105 8.6360 x105 3.7990 x10-4 2.6619 x107 7.3459 x10-1 3.3846 x104 

Two_Arch2 4.7032 x105 9.8155 x105 3.8555 x10-4 2.5797 x107 7.3034 x10-1 3.3580 x104 

KnEA 4.5334 x105 9.0127 x105 4.0737 x10-4 2.5005 x107 7.3168 x10-1 3.2529 x104 

MaOEA-SIN 2.9254 x105 5.4047 x105 4.0393 x10-4 1.9016 x107 9.2716 x10-1 2.1341 x104 
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These tools provide the foundation upon which 
researchers and developers can measure, 
compare, and continually improve the performance 
of cloud task scheduling algorithms. 

6.1 Performance Metrics 

Performance metrics play an essential role in 
evaluating and improving algorithms. These 
measures quantify the effectiveness and efficiency 
of an algorithm by providing objective information 
about its performance on various tasks. 

Using performance metrics, developers and 
data scientists can evaluate effectiveness, 
compare algorithms, optimize parameters, 
diagnose problems, and perform sensitivity 
analysis, among other actions [29]. 

In the context of cloud computing, various 
performance metrics have been used to evaluate 
the efficiency and effectiveness of the algorithms 
used, offering detailed insight into system 
performance, and assisting developers in making 
informed decisions. Below, Table 1 presents some 
of the most used performance metrics in Cloud 
Task Scheduling. 

6.2 Benchmarks 

Test instances or benchmarks are collections of 
data created for the specific purpose of evaluating 
and testing algorithms. The use of instances in the 
evaluation of algorithms in Cloud Task Scheduling 
provides a structured and objective framework to 
analyze and improve the performance of solutions 
in a dynamic and distributed environment. 

These instances provide an accurate 
representation of real-world challenges and 
scenarios, allowing developers to make informed 
decisions and refine their approaches. 

There are different sets of instances widely 
used for the evaluation of Cloud Task Scheduling 
algorithms. Some notable examples include: 

– Google Cluster-Trace Dataset (GoCJ) [30]: 
GoCJ provides real traces of jobs and tasks 
executed on Google clusters. It contains 
valuable insights into the variability and 
dynamics of work in large-scale 
cloud environments. 

 

Fig. 2. Comparison of performance presented in [8] of 
different algorithms on six objectives 

Table 6. CloudSim test settings [10] 

Element Parameter Values 

Datacenter No. of datacenter 2 

Cloudlet 
No. of cloudlets 100-1000 

Length 1000-2000 

Virtual 
machine 

RAM 512 MB 

MIPS 100-1000 

Size 10000 

Bandwidth 1000 

Policy type 
Time 

Shared 

No. of CPUs 1 

Host 

No. of Hosts 2 

RAM 2048 MB 

Storage 1 million 

Bandwidth 10000 
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– NASA Ames iPSC/860 [31]: This set of 
instances is based on execution traces of 
scientific applications on the NASA Ames 
Research Center iPSC/860 supercomputer. 
Provides realistic data on scientific workloads in 
high-performance environments. 

– HPC2N-2002 [32]: Derived from execution 
traces at the High-Performance Computing 
Center North (HPC2N) in Sweden in 2002. 
Contains information about the execution of 
jobs on a high-performance cluster. 

– CEC 2005 Benchmark Functions [33]: Although 
most associated with benchmarking functions 
for optimization algorithms, the CEC 2005 
instance set is also used in some cases to 
evaluate Cloud Task Scheduling algorithms. 

These instance sets are used by the research 
community to evaluate and compare Cloud Task 
Scheduling algorithms in various contexts. Each 
data set presents specific characteristics that allow 
different aspects of performance in cloud 
computing environments to be simulated 
and analyzed.  

On the other hand, there is CloudSim [34], 
which is a simulation framework that provides sets 
of simulated instances for the evaluation of cloud 
task scheduling algorithms. It allows you to create 
simulated cloud environments for performance 
evaluations. Programmers can generate tasks, 
virtual machines, and hosts randomly and with 
different characteristics. 

CloudSim is widely used by researchers to 
evaluate their algorithms in different generated 
environments. 

7 Study Cases and Future Directions 

In this section, we present a detailed analysis of 
case studies that highlight the practical 
applications and results obtained by the three 
selected approaches: ����  [7], MaOEA-SIN [8], 
and MALO [10]. We will mention the instances 
used in their experiments, as well as the conditions 
under which they were carried out and the 
results obtained. 

Through this case study analysis, we seek to 
provide a deeper understanding of the 
performance of these algorithms in real-world 
situations, considering different data sets and 
application scenarios. Furthermore, we will outline 
possible future directions that arise from the 
lessons learned and the results obtained, thus 
helping to guide subsequent research in task 
scheduling in cloud computing environments. 

 

Fig. 3. Degree of imbalance of scheduling algorithms 
presented in [10] 

 

 

Fig. 4. The average makespan values for executing 
small and large tasks [10] 
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7.1 Study Cases 

Li and Han Li and Han compared their proposed 
����  [7] against three different algorithms from the 
literature: EDA (Wang et al. [35]), AIS (Liu et al. 
[36]), and SFLA (Xu et al. [37]). For the 
experimentation, they used a computer with a 3.3 
GHz Intel Core i5 processor and 4 GB memory. 

To test the performance of the algorithms in a 
multi-objective environment, they selected as 
instances two unrelated real machine HFS 
problems from [35] to make the problem more like 
reality in a cloud system. 

The results obtained by ����  are presented in 
Table 2 and 3 revealing the following highlights: 

1 When analyzing the comparison of results for 
each instance, superior performance by the 
algorithm is evident. 

2 In terms of the average value of makespan, the 
computational results generated by the 
algorithm match the optimal values for each 
instance on average, thus underlining the 
robustness of ���� . 

3 Considering the calculation times used in the 
test instances, the ����  algorithm also exhibits 
superior performance. 

The ����  algorithm according to Li and Han [7] 
stands out for its competitive performance against 
various efficient algorithms. This success is based 
on the introduction of eight meticulously designed 
disturbance structures to improve exploitation 

 
 

Fig. 5. The CPU time(s) of the task scheduling 
algorithms for the synthetic datasets [10] 

Fig. 7. The CPU time(s) of the task scheduling algorithms 
for solving the NASA Ames datasets [10] 

 
 

Fig. 6. The CPU time(s) of the task scheduling 
algorithms for solving the HPC2N Seth datasets [10] 

Fig. 8. The degree of imbalance of the tasks scheduling 
optimization algorithms using the HPC2N Seth 
datasets [10] 
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capacity, the use of an improved deep exploitation 
observer bee mechanism to intensify local search, 
the implementation of an adaptive perturbation that 
balances exploitation and exploration, and a 
specific approach for scout bees that boosts the 
convergence capacity of the algorithm. 

Cai et al. [8] conducted their experiments 
through the simulation of three clouds with different 
characteristics, the main difference is the Mips 
execution speed and the cost. The execution cost 
of the first cloud is cheaper, but the execution 
speed is slower and takes longer, which is suitable 
for smaller tasks. The second cloud has a relatively 
medium execution speed and execution cost. 

The third cloud has a faster execution speed, 
but the cost also becomes high, suitable for 
performing larger tasks. Table 4 presents the 
detailed parameter settings of the simulated 
clouds. The experimentation was carried out by 
generating 300 tasks with an initial length of 500 
million instructions (MI), the file size is 200 KB and 
the output file size is 100 KB. Then each task 
gradually increases with a trend of 500 MI, 10 KB, 
and 10 KB respectively. 

The comparison of the MaOEA-SIN algorithm 
was carried out against five algorithms from the 
literature: NSGA-III, VaEA, GrEA, Two_Arch2, and 
KnEA. The study evaluated the performance of the 
MaOEA-SIN algorithm in a multi-cloud model by 
comparing six objective values. 

The best, worst, and average solutions were 
selected based on the performance of these 
values. Table 5 presents six objectives: Total time, 

cost, cloud throughput, load balancing, resource 
utilization (RU) and Energy consumption, for six 
different approaches. 

The average results presented in Table 5, 
indicate that MaOEA-SIN outperforms GrEA in 
cost, although it shows inferior performance in the 
cloud throughput objective. MaOEA-SIN stands 
out for its excellent average performance, 
demonstrating strong convergence. 

Figure 2 shows the distribution of the data in the 
form of a box plot. Looking at the upper quartile, 
the median, and the lower quartile, the MaOEA-
SIN algorithm has better convergence and 
distribution for six objectives. Convergence is 
reflected in the fact that the midline values are all 
optimal values in each objective. 

The distribution is reflected in the fact that the 
MaOEA-SIN algorithm has more dispersed points. 
In summary, the performance of the MaOEA-SIN 
algorithm is superior to that of other algorithms. To 
validate the effectiveness of the MALO algorithm, 
Abualigah and Diabat [10] present two series of 
experiments using synthetic datasets and real 
trace datasets. 

For the first set of instances, the Cloudsim 
environment was used, which is a set of tools to 
imitate cloud computing scenarios [34], because 
the investigation of new procedures or approaches 
in the real cloud computing ecosystem is usually 
limited by solid foundations, such as protection, 
security, speed and the high cost of money if 
experiments are carried out.m Therefore, it is 
difficult to conduct such research in repeatable, 
reliable, and scalable ecosystems (environments) 
using real world cloud environments [10]. 

For experimentation, they built two data centers 
within CloudSim, each with two hosts. Each host 
has 20 GB of RAM (one host is a dual-core 
machine and the other is a quad-core machine) 
and one TB of memory storage. 

Each host has a collective processing power of 
one million MIPS. Several virtual machines were 
designed with different distributions generated 
such as 100, 200, 300, 400, 500, 600, 700, 800, 
900, 1000, and 2000 instances. The CloudSim 
configuration is presented in Table 6. The MALO 
algorithm is compared against seven approaches 
from the literature: (Genetic Algorithm (GA) [38], 
Discrete Symbiotic Organism Search (DSOS) 
Algorithm [39], Hybrid Moth Search Algorithm 

 

Fig. 9. The degree of imbalance of the tasks scheduling 
optimization algorithms using the NASA Ames 
datasets [10] 
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(MSDE) [40], Particle Swarm Optimization (PSO) 
Algorithm [41], Whale Optimization Algorithm 
(WOA) [42], Moth Search Algorithm (MSA) [43], 
and Antlion Optimizer (ALO) Algorithm [44]). 

Figure 3 presents the results obtained by the 
algorithms in terms of the degree of imbalance 
(DI), this metric shows us how equitably the tasks 
are distributed in the different resources. A lower 
degree of imbalance translates to a better use of 
resources and here we can see that MALO obtains 
the best DI compared to the other algorithms. 

On the other hand, Figure 4 shows the average 
makespan values obtained by the algorithms for 
small and large tasks. The MALO algorithm 
reduced the value of makespan in all task cases. It 
is concluded that the value of the makespan 
increases slowly as the size of the tasks increases. 

The average value of makespan when using 
the modified optimization algorithms is better than 
traditional optimization algorithms [10]. Meanwhile, 
the average time interval of the MALO algorithm is 
smaller than that of other comparative methods. 
Figure 5 displays the response times (CPU) 
achieved by different task scheduling algorithms 
(GA, DSOS, MSDE, PSO, WOA, MSA, ALO, and 
the proposed MALO). 

It is highlighted that MALO achieved minimum 
response times to solve problems of various sizes 
compared to the other methods, indicating a 
significant improvement in the efficiency of the 
algorithm. Specifically, for a task size of 600, the 
PSO algorithm recorded the lowest response time 
compared to other methods. For evaluation results 
of real trace datasets Abualigah and Diabat used 
the NASA Ames dataset [32] and the HPC2N Seth 
dataset [33]. 

Figures 6 and 7 present the response times 
(CPU) of various task scheduling algorithms (GA, 
DSOS, MSDE, PSO, WOA, MSA, ALO, and 
MALO) when performing tasks with real trace data 
sets. In Figure 6, MALO manages to almost reach 
the minimum response time for solving tasks of all 
sizes compared to other methods, especially using 
the HPC2N Seth datasets. 

Similarly, in Figure 7, MALO stands out in 
approaching the minimum response time for tasks 
of all sizes, especially with the NASA Ames 
datasets. The difference in algorithm response 
times is evident across all task sizes, particularly 
with the HPC2N Seth datasets, standing out over 

other methods. Although the difference in 
response times of the MALO algorithm across all 
task sizes is not as clear compared to DSOS, an 
overall improvement is observed that contributes to 
the reduction in the time needed to find 
optimal solutions. 

The degree of imbalance results between the 
MALO algorithm and other benchmark algorithms 
are presented in Figures 8 and 9 for the HPC2N 
Seth and NASA Ames datasets. MALO achieved a 
higher load balance (lower degree of imbalance) 
compared to the other methods. In almost all cases 
of data sets (100-2000), MALO exhibited the 
lowest degree of imbalance, highlighting its 
superior performance compared to comparative 
optimization algorithms. 

This is reflected in a better balance between 
virtual machines in all problem instances. bMALO 
converged faster than the other approaches for 
larger search spaces, making it suitable for large 
scheduling problems. 

7.2 Future Directions 

Based on insights gained from case studies of 
three prominent algorithms in Cloud Task 
Scheduling [7,8,10], we identify promising 
directions for future research and development. 

1 Improvements in Hybrid Algorithms: 

- Inspired by the success of ����  in introducing 
innovative perturbation structures, there is 
potential to explore new hybrid algorithms that 
combine different optimization strategies for 
improved performance. 

- Investigating advanced exploitation 
mechanisms and adaptive perturbation 
strategies, as demonstrated in ���� , can be 
crucial to address the constantly evolving 
challenges in Cloud Task Scheduling. 

2 Multi-Cloud Environments: 

- Given the dynamic nature of cloud 
environments, future studies could focus on 
multi-cloud scenarios with variable execution 
speeds and costs. This aligns with the 
approach of Cai et al. by simulating three 
clouds with different characteristics. 
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- Exploring adaptive algorithms capable of 
dynamically adjusting to various cloud 
configurations can improve the adaptability of 
scheduling algorithms. 

3 Real World Cloud Experiments: 

- Bridging the gap between simulations and real-
world cloud environments remains a 
challenge. Future research could explore 
methodologies for conducting repeatable, 
reliable, and scalable experiments in real-
world cloud ecosystems, considering factors 
such as security, cost, and efficiency. 

- Addressing the limitations associated with 
real-world experiments would significantly 
contribute to the practical applicability of the 
proposed scheduling algorithms. 

4 Expansion of Performance Metrics: 

- Extending the set of performance metrics 
beyond traditional objectives, such as 
exploring energy efficiency, security, and 
adaptability, can offer a more comprehensive 
evaluation of scheduling algorithms. 

- Investigating the impact of scheduling 
decisions on the overall sustainability and 
security of cloud systems would be a valuable 
avenue for future research. 

5 Optimization for Large-Scale Problems: 

- The success of MALO in handling larger 
search spaces suggests the need for 
algorithms that can scale efficiently for large 
programming problems. 

- Future studies could explore optimization 
techniques specifically designed to handle the 
complexity and scale associated with task 
scheduling in expansive cloud environments. 

6 Dynamic Workloads and Task Characteristics: 

- Adapting algorithms to accommodate dynamic 
workloads and diverse task characteristics is 
crucial. Future research could focus on 
developing scheduling approaches capable of 
dynamically adjusting to varying task 
requirements and environmental conditions. 

These future directions aim to guide 
researchers and practitioners in advancing the field 

of Cloud Task Scheduling, addressing emerging 
challenges, and ensuring the continued evolution 
of efficient and adaptive scheduling algorithms. 

8 Conclusions 

This comprehensive study explores Cloud Task 
Scheduling, analyzing recent developments and 
offering valuable comparative insights. The 
importance of performance metrics and 
benchmarks in the evaluation of algorithms is 
highlighted, underlining their critical role in 
continuous improvement. 

We provide a comprehensive overview of the 
latest work in the literature, highlighting the 
richness of multi-objective approaches that seek to 
simultaneously improve multiple performance 
metrics. This shift toward more complex and 
comprehensive strategies reflects the growing 
awareness of the multifaceted and challenging 
nature of cloud task scheduling. 

Detailed analysis of case studies, including 
���� , MaOEA-SIN and MALO, provide significant 
insights into their strengths and areas for 
improvement. The applicability and robustness of 
these approaches are highlighted in multi-cloud 
environments and with real data sets. 

Promising future directions are identified, from 
improvements in hybrid algorithms to adaptation to 
real cloud environments and exploration of 
additional metrics. 

This article aims to contribute to the continued 
growth of the field by providing an in-depth 
overview of recent developments. We seek to 
foster collaboration and dialogue in the academic 
and professional community, paving the way for 
future achievements in cloud task scheduling. 
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Abstract. The automotive manufacturing industry
faces diverse challenges, including designing new parts,
optimizing schedule times, developing aerodynamic car
designs, refining painting processes, and advancing
autonomous driving. The car painting process is a new
optimization area in the computational context due to the
complexity and damage caused by various factors. Our
research focuses on designing a robotic arm with five
degrees of freedom that operates in a two-dimensional
plane and is integrated with metaheuristics for path
optimization. Our methodology consists of defining and
limiting the problem, analyzing requirements, designing
the robotic arm, implementing routes, and conducting
tests. For the design of data instances, the Methodology
proposed by [42] was used in this work. Subsequently,
a pool of perturbation heuristics and an iterated local
search algorithm are used, which allowed us to design
the best combination of heuristics that can provide a
competitive solution to the problem of route design for
the robotic arm in the automobile painting process.
This study includes a comprehensive review of related

work, theoretical concepts, and the application of
metaheuristics. The results highlight the effectiveness
of the proposed heuristics, with the K-OPT heuristic
demonstrating superior performance. Statistical tests
confirm the significance of the differences among the
heuristics. This paper concludes with insights into
future research directions, emphasizing the importance
of safety practices and Industry 4.0 technology in
mitigating health risks associated with the automotive
painting process.

Keywords. Iterated local search, routing
design, heuristics.

1 Introduction

In the automotive manufacturing industry, there are
different problems to solve, such as the design
of new parts, optimization schedule times, new
aerodynamic car designs, painting processes, and
autonomous driving, among others.
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Algorithm 1 Algorithm construction of robotic arm
TSP solution
Require: n ≥ 0, FF ← Fitness Function

1: S ← empty solution
2: route← empty list of size n
3: for i← 0 to n− 1 do
4: route[i]← random value between 0 and n−

1
5: end for
6: S ← set(route)
7: S ← evaluateSolution(S,FF )
8: return S

Algorithm 2 Two swap heuristic (h1)

Require: n ≥ 1, SI ← Initial Solution, FF ←
Fitness Function

1: solutionB← copy(SI)
2: index← random(0,n− 1)
3: index2← random(0,n− 1)
4: value← solutionB.[index2]
5: solutionB.[index2]← solutionB.[index]
6: solutionB.[index]← value
7: solutionB← evaluateSolution(solutionB,FF )
8: return criteria . toReplace(SI, solutionB)

The initial heuristic involves a double swap
mechanism, requiring selecting two cities or nodes.
These chosen cities exchange positions, creating a
novel solution [46]. The algorithm is shown in 2.

Specifically, the painting process is one
of the most common occurrences during car
manufacturing and its use, as it becomes worn
or damaged due to various factors. In the
first case, when it comes to painting a car
from the beginning, it is done with collaborative
robots that work on specific work areas in most
manufacturing companies.

The second case involves handmade workshop
procedures with tools such as a compressor,
airbrush, etc. For task assignment problems
in collaborative robots, different algorithms help
optimize the route and avoid possible collisions
[67]. However, in most workshops, the car
painters do not have performance methodologies
that improve their work.

State of the art in metaheuristics, according to
[23], has been applied to different problems such
as scheduling [11], manufacturing and production,
water management, oil and energy, traffic control,
and among others.

Nevertheless, the actual problems in the
industry are generally oriented to health, water,
housing, education, and electromobility, and
different artificial intelligence techniques can solve
these problems. The most popular methods in
recent research are neural networks [70], deep
Learning [62], meta-learning [22], and others.

Therefore, there is a lot of research in the
state of the art about the comparison of solving
benchmark problems, artificial instances, or any
other kind of problem [12, 27].

With these two contexts, metaheuristics can
help solve industry problems, such as designing
a route for collaborative robots or robots that
work individually [28].

This work proposes a solution applicable to
traditional painting workshops by designing a
robotic arm with five degrees of freedom that can
work in an x and y plane.

Our project aims to help the car painting
process, where prolonged exposure to chemical
paints causes serious human health problems
(see section 3). Our proposal pays in the
following points:

– Design of a robotic arm with five degrees of
freedom adopted in a two-dimensional plane.
The above is because, in the real application, it
is easier and cheaper to implement.

– Integration of metaheuristics to design routes in
the robot and parts.

– Methodology for recognizing parts and
generating an optimized trajectory for your
painting process.

The cost-benefit of the implementation of a
Robotic Arm design and software for automotive
painting processes are important since it covers
the following aspects:
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Algorithm 3 Crossover heuristic (h2)

Require: n ≥ 1, solutionA ← Initial Solution,
FF ← Fitness Function

1: solutionB← copy(solutionA)
2: parent1← solutionA.body
3: n← len(parent1)
4: parent2← sample(range(0,n),n)
5: k ← random(0,n− 1)
6: Index← []
7: for i in range(n) do
8: if i != k then
9: Index . append(i)

10: end if
11: end for
12: son← []
13: for i in range(n) do
14: if i ¿= n - len(Index) then
15: son . append(parent1[Index[i]])
16: else
17: son . append(−1)
18: end if
19: end for
20: f ← []
21: for elem in parent2 do
22: if elem not in son then
23: f . append(elem)
24: end if
25: end for
26: for i in range(n) do
27: if son[i] == -1 then
28: son[i]← f . pop(0)
29: end if
30: end for
31: solutionB← set(son)
32: solutionB← evaluateSolution(solutionB,FF )
33: return criteria . toReplace(SI, solutionB)

– Hardware and Software Acquisition Costs:
The physical implementation of the prototype is
much less expensive than that of a commercial
robotic arm. Likewise, it contains the sensors,
controllers, and materials necessary for its
correct operation.

– Installation and Start-up Costs: The maximum
costs for installation and testing range from $100
to $150 dollars, which makes it a viable option

that is quite competitive with others that cost
around $5,000.

– Use of Optimization Techniques. Optimization
techniques can be used within the complete
painting process to design the routes the robot
must follow, decreasing the cost and time of
this task.

The expected benefits of implementing
the system include labor savings, increased
productivity, reduced waste, improved quality, and
occupational safety. The rest of this article is
structured in 6 sections described below.

An extensive review of relevant literature was
reported in the related works section 2. The theory
section 3 presented main concepts and theoretical
definitions, while the methodology section 5
detailed the procedures used in the research.

The results section 6 showed the findings
obtained from the implemented methodology.
Finally, in the conclusions and future work section
7, an analysis was carried out based on the
results collected throughout the experimentation
with metaheuristics.

2 Related Work

2.1 Car Painting Problem

An important step in the automotive production
system is the aesthetic finish of the vehicle paint,
which changes for the different models and colors
of production and the availability and quantity
of paint ovens. Consequently, the problem of
scheduling and sequencing vehicle models that
minimize the waiting problem in the painting
system arises.

State of the art has addressed different lines
of research for the solution of the vehicle painting
problem: The first focuses on the general aspects
of the problem in the context of painting times
and model sequences and poses the problem
as an optimization system, where Metaheuristic
algorithms solve the scheduling [15]; Secondly,
the research focuses on minimizing the error
corrections in the painting process by studying
the nozzle and stroke size [49]; thirdly, the
literature proposes that the solution lies in the
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Algorithm 4 Nearest neighbor heuristic (h3)

Require: n ≥ 1, solutionA ← Initial Solution,
FF ← Fitness Function, matrix← cost Matrix

1: solutionB← copy . deepcopy(solutionA)
2: parent1← solutionA.body
3: c← random. randint(0, len(parent1)− 1)
4: ic← parent1. index(c)
5: rowt← matrix[c]
6: rowOrderedWithIndex← []
7: for i, value in enumerate(rowt) do
8: rowOrderedWithIndex . append((i, value))
9: end for

10: rowOrderedWithIndex . sort(rowt)
11: orderedIndex← []
12: for index, in rowOrderedWithIndex do
13: orderedIndex . append(index)
14: end for
15: nc← orderedIndex[1]
16: for i, in enumerate(parent1) do
17: if parent1[i] == nc then
18: inc← i
19: break
20: end if
21: end for
22: c1← parent1[ic+ 1]
23: parent1[ic+ 1]← nc
24: parent1[inc]← c1
25: solutionB← set(son)
26: solutionB← evaluateSolution(solutionB,FF )
27: return criteria . toReplace(SI, solutionB)

robot trajectories and the painting sequence,
and generates a new optimization algorithm by
resampling and speed calibration [2, 8].

In another perspective, the painting problem
is manipulated by a set of nodes in the finishing
and painting process network. In the network,
each process configures a certain task; however,
from the point of view of process planning
and optimization, it needs to start from an
initial point [32, 24].

To solve the optimal scheduling problem,
research has adapted the concept of the Voronoi
diagram, which consists of separating the space
around the key points of the painting process.
Consequently, Voronoi diagrams allow the creation
of an environment of efficiency and optimization

that avoids wasting time and speeds up the
coverage of the painting process [55].

2.2 Collaborative Robotic Problem

In an automotive industrial system, one of the
fundamental paradigms is Industry 4.0, where
we highlight the concept of collaborative robotics.
Using graph theory, research has addressed
the issues arising from robot collaboration in a
paint-finishing environment [58].

Accordingly, the robots in the collaborative
network are represented as nodes, whereas the
edges are the process connections between
the robots. Tackling the problems derived from
collaborative robotics through graphs obtains
different benefits: it allows studying the dynamics
of the collaborative network, the distribution
of the nodes and their edge connection,
process synchronization, and coordination of
the primary tasks [59, 57, 66].

To study the dynamics of the collaborative robot
ensemble, the Euler-Lagrange formulation allows
the mathematical modeling of the movements
in the robotic arms. In a general context,
Euler-Lagrange considers the principle of minimum
energy of the event; this approach leads directly to
an optimization in the movements of the painting
and finishing processes of the vehicles [71, 13].

An aspect to highlight of Euler-Lagrange is the
pressure of the dynamic models since it is based
on the minimum action and allows the deterministic
design of electronic controllers that make the
automotive processes more efficient [60, 31].

In comparison, different techniques have
addressed the problem of coordination and
optimization of collaborative robotic networks:
research in the design of controllers that make the
processes in the network more efficient, adaptation
of the small gain theorem, which analyzes the
steady states in the control system under a
linear dynamics approach; application of shrinkage
analysis dedicated to the treatment of nonlinear
control problems [68, 69, 33].

In summary, research in a collaborative robotics
environment considers three elements of its
behavior: simple control, linear control, and
nonlinear control.
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Algorithm 5 K-OPT (h4 and h5)

Require: n ≥ 2, solutionA ← Initial Solution,
FF ← FitnessFunction

1: solutionB← copy(solutionA)
2: son← solutionB.body
3: ind← random. sample(len(son),n)
4: random. shuffle(ind)
5: sonCopy← son[:]
6: for i in range(self.n) do
7: son[ind[i]]← sonCopy[ind[(i+ 1)%n]]
8: end for
9: solutionB← set(son)

10: solutionB← evaluateSolution(solutionB,FF )
11: return criteria.toReplace(SI, solutionB)

Algorithm 6 Iterated Local Search (ILS)

Require: inSol ← Initial Solution , maxI ←
MaxIterations

1: bestSol← inSol
2: currentSol← inSol
3: iteration← 0
4: while iteration < maxI do
5: perturbedS← perturb(currentSol)
6: localOptima← localSearch(perturbedSol)
7: if isImprovement(localOptima,bestSol)

then
8: bestSol← localOptima
9: end if

10: currentSol← diversify(localOptima)
11: iteration← iteration + 1
12: end while
13: return bestSol

The points mentioned above point to
the complexity and diversity of problems
and stochastic systems that collaborative
robotics represents.

2.3 Health Risks During the Car Painting
Process

The industry dedicated to vehicle painting plays a
crucial role in enhancing the aesthetic appeal and
providing protection to automobiles; however, this
process entails significant health risks for workers
exposed to the chemicals involved.

According to the World Health Organization
(WHO), occupational exposure to chemicals found
in paints and solvents affects approximately
11% of workers globally, including those
exposed to organic solvents present in paints
and varnishes [65].

These products often contain volatile organic
compounds (VOCs) such as benzene, toluene,
and xylene, which have been associated with
mutagenic, carcinogenic, and teratogenic effects
[43, 44, 48], as well as neurological disorders
[61, 3, 36]. The International Agency for Research
on Cancer (IARC) has classified some of the
chemical components present in automobile paints
as possible carcinogens [63], with benzene being
linked to the development of leukemia.

Several reports have documented health issues
experienced by automotive industry workers
concerning their exposure to chemicals present
in paints. For instance, Hammond et al. (2005)
[20] report an increase in the incidence of asthma
and chronic obstructive pulmonary disease, as well
as an elevation in allergy-related symptoms such
as eye and nose irritation, sinusitis, cough, and
even heartburn.

Painters using aerosols have been observed to
experience symptoms including excessive tearing,
persistent cough, and short-term memory loss,
along with a higher prevalence of respiratory
symptoms, corneal opacity, and dry skin compared
to the control group [40].

Furthermore, the risk is not confined solely to
exposure to volatile organic compounds (VOCs),
as it can also arise from contact or inhalation
of metals such as cadmium, chromium, and
nickel present in some paints. These metals
can cause acute and chronic poisoning, as well
as an increased risk of cancer [30, 39]. The
primary Chemical Components Found in Paints
Intended for the Automotive Industry and Their
Health Effects are:

1. Cadmium. Acute and chronic poisonings,
accumulation in kidneys, chronic decrement
in renal, pulmonary, and hepatic function,
causing ulcerations and perforations of the
nasal septum, chronic bronchitis, decreased
lung function, pneumonia, and other respiratory
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Fig. 1. Robotic arm design for the prototype. Source:
own design

effects [6]. It exhibits impacts on bones, the
respiratory system, the endocrine system, and
the reproductive system [5]. Classified as
carcinogenic to humans [53, 14].

2. Chromium. Allergic reactions and skin rashes,
in addition to nasal irritation and bleeding [14].
Carcinogenic properties, hemolysis, and organ
failure [38]. Genotoxic, toxic to reproduction
and development [17].

Weakening of the immune system, damage
to the kidneys and liver, respiratory problems,
disruption of genetic material, stomach
discomfort and ulcers, and lung cancer
[47, 56, 4].

3. Nickel. Systemic, immunological, neurological,
reproductive, developmental distortion, and
carcinogenic negative effects [9]. Accumulation
in the kidney, inflammation of bronchioles,
alveolar congestion, hyperplasia of alveolar
cells [19].

It may cause dizziness, pulmonary
embolism, and respiratory failure [47]. It
also leads to congenital disabilities, asthma,
chronic bronchitis, heart disorders, and allergic
reactions such as skin rashes.

Associated with various types of lung, nasal,
laryngeal, and prostate cancers. Induce various
side effects, including allergies, cardiovascular
and renal diseases, pulmonary fibrosis, and
lung and nasal cancer. Epigenetic alterations
are observed affecting genome level [16].

4. Benceno. Carcinogenic, causing cancer of
the esophagus, ovaries, testicles, colon, and
kidneys, as well as acute myeloid leukemia [52].
Induces dysbiosis of intestinal microbiota and
metabolic disorders in mice [45, 18].

Additionally, it is associated with atopic
dermatitis, irritant contact dermatitis,
allergic dermatitis, neoplasms, infections,
skin irritation, hypersensitivity, mucosal
irritation, rash, redness, skin swelling,
allergic hypersensitivity reactions, cutaneous
melanoma, non-melanoma skin cancer, dry
skin, itching, rash, red itchy blisters, and burns
[72, 64, 37].

5. Tolueno. Neuronal inhibitor associated
with progressive damage to the central and
peripheral nervous system and memory loss.
It can lead to neurological dysfunction and
hematological damage. It directly affects the
central nervous system, causing euphoria,
confusion, depression, headache, dizziness,
hallucinations, seizures, ataxia, stupor,
and coma [35].

It may cause leukoencephalopathy and
psychosis, as well as behavioral and functional
abnormalities such as decreased memory
capacity, cognitive impairment, and symptoms
resembling depression [50].

6. Xileno. Neurotoxic effects, hepatotoxicity, and
nephrotoxicity, leading to the formation of toxic
intermediate and end products akin to those
of benzene [21].

It may cause nausea, headache, a sense
of ’euphoria,’ dizziness, weakness, irritability,
vomiting, slow reaction time, confusion,
clumsiness, difficulty speaking, loss of
balance, ringing in the ears, drowsiness,
loss of consciousness, and anemia.
Results in fetotoxic effects such as delayed
ossification [7, 26].

The reports above provide a clear and
concerning perspective on the health hazards
workers face exposed to chemicals in paints used
in the automotive industry. These risks range from
acute effects such as skin and respiratory tract
irritation to more severe consequences, including
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Fig. 2. Route design methodology for collaborative
robots in automobile painting (source: own creation)

the development of chronic respiratory diseases
and an increased risk of cancer. Adopting
appropriate safety practices, adequate training,
and using protective equipment are crucial to
minimize these risks and preserve the health of
workers in this industry.

Furthermore, it is relevant to develop strategies
to reduce human contact, and one of these
strategies is introducing industry 4.0 technology,
which enables remote execution of activities.

3 Theory

3.1 Heuristics and Metaheuristics

In our study, we employed the approach outlined
by Ortiz et al. [41], which employs various
frameworks for managing Constraint Satisfaction
Problems (CSP). An initial solution is generated,
refined, and applied perturbative heuristics.

A simple definition of CSP can be found in
[42, 41], defined with V = v1, v2, . . . , vn a set of
variables, W = w1,w2, . . . ,wm a set of values of
each variable and R = rv1, rv2, . . . , rvn a set of
restrictions for each variable given.

3.1.1 Heuristics

A simple definition given by [51] is ”Heuristic
approach is based on trial and error to find
or discover solutions to the problems”. Two
types of heuristics are most commonly used
in metaheuristics: construction and perturbation.
According to those mentioned earlier, we define
construction and perturbative heuristics used in

this work. According to [29], two main techniques
for building Traveling Salesman Problem (TSP)
solutions are greedy heuristic or aleatory and the
formal definition of TSP can be found in [25]. In this
investigation, the aleatory heuristic was chosen to
make the initial solutions (see Algorithm 1) and five
perturbative heuristics described in algorithms 2, 3.

The second heuristic is the Crossover
heuristic (h2). It necessitates the use of
two solutions. A starting solution (Solution
A) is provided in the initial scenario, and a
second solution (Solution B) is created using a
different heuristic.

An arbitrary cutting point is chosen, where the
first portion from Solution A forms the basis of
the first offspring solution (SS1), complemented by
the second segment from Solution B. The second
offspring solution (SS2) is created by the initial part
of Solution B combined with the latter segment of
Solution A (see Algorithm 3).

The third heuristic, the Nearest Neighbor (h3),
involves selecting a random point from an initial
solution. Subsequently, the heuristic identifies the
city closest to this chosen point (see Algoritmn 4).

The fourth heuristic, known as K-OPT
(h4), operates by choosing three variables
and exchanging their respective values among
themselves. If the exchange is not feasible, the
initial solution is returned. In the TSP, this method
is called K-interchange. Finally, the last heuristic
is 4-OPT (h5): It has the same functionality as
K-swap with k=4.

3.1.2 Metaheuristics

The metaheuristics are used to solve problems
intelligently by choosing the best from a larger
number of available solutions [23]. A metaheuristic
algorithm lets one search for optimal solutions to a
particular problem with some restrictions.

This searching process can involve
some operators such as selection, mutation,
improvement, crossover, and, in specific cases, a
set of rules or mate mathematical equations that
provide a guide during multiple iterations. These
iterations are carried out until the solution found
meets some criterion [23].
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Table 1. Description of cars used for 3D modeling

No. Name Points Length Path

1 AUDI-R8-CAPO-2024 90 93.0
2 AUDI-R8-CARROCERIA-2024 174 175.4
3 AUDI-R8-PARTE TRASERA-2024 78 81.0
4 AUDI-R8-PUERTAS-2024 42 41.0
5 AVEO-SEDAN-CAPO 53 52.0
6 AVEO-SEDAN-CARROCERIA 136 176.0
7 AVEO-SEDAN-PARTE TRASERA 58 57.0
8 AVEO-SEDAN-PUERTAS 28 27.0
9 BUGATTI-CARROCERIA 41 44.0
10 BUGGATI CHIRON-CAPO 35 34.0
11 BUGGATI CHIRON-CARROCERIA 189 215.8
12 BUGGATI CHIRON-PUERTA TRASERA 45 48.0
13 BUGGATI CHIRON-PUERTA 62 61.0
14 CADILLAC ELR-CAPO 48 47.0
15 CADILLAC ELR-CARROCERIA 52 54.0
16 CADILLAC ELR-PUERTA TRASERA 28 27.0
17 CADILLAC ELR-PUERTA 66 68.6
18 camaro-z-28-1969-CAPO 132 131.0
19 camaro-z-28-1969-CARROCERIA 101 104.0
20 camaro-z-28-1969-PUERTA 64 65.0
21 Chevrolet-Camaro-model-CAPO 56 55.0
22 Chevrolet-Camaro-model-CARROCERIA 44 49.0
23 chevrolet-camaro-model-PARTE TRASERA 24 23.0
24 Chevrolet-Camaro-model-PUERTAS 79 81.5
25 DATSUN 1500 PICK UP-CAPO 48 47.0
26 DATSUN 1500 PICK UP-CARROCERIA 66 68.0
27 DATSUN 1500 PICK UP-PUERTA TRASERA 40 39.0
28 DATSUN 1500 PICK UP-PUERTA 41 40.0
29 dodge-charger-1969-CAPO 47 46.0

No. Name Points Length Path

30 dodge-charger-1969-CARROCERIA 165 192.0
31 dodge-charger-1969-PUERTAS 53 54.0
32 FERRARI-CAPO 84 83.0
33 FERRARI-CARROCERIA 250 309.0
34 FERRARI-PUERTAS 38 37.0
35 FORD F150 RAPTOR-CAPO 107 107.0
36 FORD F150 RAPTOR-PUERTA TRASERA 55 54.0
37 FORD F150 RAPTOR-PUERTAS 71 70.0
38 FORD FIESTA MK3-4-CAPO 54 53.0
39 FORD FIESTA MK3-4-CARROCERIA 120 134.0
40 FORD FIESTA MK3-4-PUERTA TRASERA 86 85.4
41 FORD FIESTA MK3-4-PUERTAS 67 66.0
42 FORD GT40 -3-CAPO 53 53.0
43 FORD GT40 -3-CARROCERIA 82 83.6
44 FORD GT40 -3-PUERTAS 103 103.0
45 FORD MUSTANG -3-CAPO 83 82.0
46 FORD MUSTANG -3-CARROCERIA 82 83.0
47 FORD MUSTANG -3-PUERTAS 107 120.0
48 FORD MUSTANG 1965 -4-CAJUELA 36 35.0
49 FORD MUSTANG 1965 -4-CAPO 76 75.0
50 FORD MUSTANG 1965 -4-CARROCERIA 78 77.0
51 FORD MUSTANG 1965 -4-PUERTAS 36 35.0
52 FORD MUSTANG 1967 -4-CAPO 30 29.0
53 FORD MUSTANG 1967 -4-CARROCERIA 64 63.0
54 FORD MUSTANG 1967 -4-PUERTA TRASERA 18 17.0
55 FORD MUSTANG 1967 -4-PUERTAS 34 33.0
56 FORD RANGER -3-CAJUELA 18 17.0
57 FORD RANGER -3-CARROCERIA 84 83.0
58 FORD RANGER -3-PUERTAS 66 69.0

The Iterated Local Search algorithm (ILS) was
used in the experimentation. This metaheuristic
was proposed by Lourenço et al. [34], which
constructs or modifies a solution through an
embedded heuristic. The generated solutions are
better than randomly generated or altered ones.
This algorithm aims to intensify the initial solution
by exploring its neighbors. The ILS algorithm is
depicted in 6, taken from Talbi El-Ghazali [54].

3.2 Car Painting Problem

The car painting problem has had different
variations, and according to [10], the problem
above derives from the Paint Shop Problem for
Words. In a paint shop, cars go through two
painting steps. The first paint step applies a coat
of filler paint, and the second one applies a coat of
base paint depending on the final color of the car.

According to the type of filling, they are divided
into white and black for each car model and each
base color. Each of the two painting steps is
done using separate spray nozzles, which must be
cleaned before a new color can be applied, which
can be expensive.

The above results in the definition of the
Multi-Car Multi-Color Paint Shop Problem, whose
objective is to find a color assignment in the
sequence that minimizes the number of color
changes for the fill paint nozzle and the paint
nozzle base and that also satisfies the color
demand required for the different models [10].

3.3 Trajectory Design in Car Painting Problem

With the previous context, this work proposes the
design of routes for a robotic arm that can execute
within a controlled environment. For our problem,
we consider that a vehicle can be cleared into
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Fig. 3. 3D vehicle hood with mesh (own source)

a w number of pieces. So, each vehicle V has
several parts, each denoted as v0 . . . vw. Each
piece v has a set of points P denoted as p1 . . . pn,
which allows generating a matrix of costs MC and
adjacencies MA.

With the above, we seek to create a
permutation of the P points for each piece v so that
it does not go through both places simultaneously.
The mathematical expression corresponding to the
calculated distance of the points P of each of the
pieces is defined as:

distance =

n−1∑
i=0

dDistancesC[fi][fi+1], (1)

where:

– distance represents the calculated distance.

– dDistancesC[fi][fi+1] represents the distance
between nodes fi and fi+1.

– n is the length of the list f .

3.4 Robotic Arm Design

The arm design has two types of movements:
circular and linear. Each modeled part
was assembled using the Autodesk Inventor
Professional 2023 software.

Using the restricted tools, their function
coincides with the central axes of the cylindrical
figures with which their same axes were joined.

Afterward, a matching function placed each
piece glued to another. Once these assemblies
were in place, the leveling function was used to
overlap the bases of the robotic arm to match the
upper parts at the same point as the fixation tool
to prevent the piece from moving with the other
assemblies. The final prototype can be seen in
Figure 1. This work focuses exclusively on the
development of metaheuristics for designing routes
for the robotic arm; therefore, subsequent research
will explain its design.

4 Methodology

The methodology developed in this work is
described in the next sections.

– Definition and Limitation of the Problem. The
different cars will be chosen and designed in a
CAD sketch in this stage. The type of car and the
number of parts each drawing will include will be
defined. We define the principal parts such as
the roof, doors, bonnet, and bumper.

Subsequently, all completed designs will be
collated to form a database of CAD models. This
would represent steps 1 and 2 shown in figure
2. The cars considered for the database were
selected among the most common models on
the global market, such as Mazda, Ford, etc.

– Requirements Analysis. In Figure 2, steps
3 and 4 refer to the breakdown of the cars in
their different views. Once each car instance
has been obtained, the points of interest will
be assigned to those through which the robotic
arms must pass to paint each piece. With
this information, a database will be made (step
5), which will subsequently be characterized by
instances (step 6).

– Design. In the design phase, the robotic
arms’ routes will be designed to respect all
the restrictions posed in the problem limitation
phase using heuristic construction techniques.
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Table 2. Shapiro Wilks statistics for each heuristic

Heuristic Statistic P-Value

h1 0.721222043 3.54E-09

h2 0.645808816 1.45E-10

h3 0.652767837 1.91E-10

h4 0.660536528 2.60E-10

h5 0.665777683 3.22E-10

– Implementation. Once the routes have been
designed, it will be validated which of them are
feasible to be applied in a simulation (see Figure
2 in step 7 and step 8). A statistical comparison
of the routes built will be made.

– Tests. In this phase, we move on to
applying them either in a simulation or in
a physical prototype. In addition, all tests
and corrections will be made regarding the
path of the robotic arms, either physically or
through simulation.

5 Methodology

The methodology developed in this work is
described in the next sections.

– Definition and Limitation of the Problem. The
different cars will be chosen and designed in a
CAD sketch in this stage. The type of car and the
number of parts each drawing will include will be
defined. We define the principal parts such as
the roof, doors, bonnet, and bumper.

Subsequently, all completed designs will be
collated to form a database of CAD models. This
would represent steps 1 and 2 shown in figure
2. The cars considered for the database were
selected among the most common models on
the global market, such as Mazda, Ford, etc.

– Requirements Analysis. In Figure 2, steps
3 and 4 refer to the breakdown of the cars in
their different views. Once each car instance
has been obtained, the points of interest will
be assigned to those through which the robotic
arms must pass to paint each piece.

With this information, a database will be
made (step 5), which will subsequently be
characterized by instances (step 6).

– Design. In the design phase, the robotic
arms’ routes will be designed to respect all
the restrictions posed in the problem limitation
phase using heuristic construction techniques.

– Implementation. Once the routes have been
designed, it will be validated which of them are
feasible to be applied in a simulation (see Figure
2 in step 7 and step 8). A statistical comparison
of the routes built will be made.

– Tests. In this phase, we move on to applying
them either in a simulation or in a physical
prototype. In addition, all tests and corrections
will be made regarding the path of the robotic
arms, either physically or through simulation.

6 Results

Based on the criteria outlined in sections 3
and 5, the car painting problem demands a
dedicated data structure as presented in [41]. For
this instance set, our approach leaned towards
employing the MMA and LPH structures.

These were selected based on their relevance
and applicability within the problem’s framework,
as detailed in the referenced work by Ortiz
et al. (2023).

Different 3D models of vehicles were designed
using the computer mechanical design software
Inventor 3D. A set of 58 CAD designs was obtained
according to various characteristics.

We grouped the cars according to the number
of pieces counted, and the designs are described
in table 1.

After selecting the vehicle 3D-CAD models,
they were imported into Auto CAD to work in a
2D format. This is because if each piece has to
be painted with a specific route, it needs to be in
a two-dimensional plane to know the coordinate
(x, y), where the robotic arm will be located.

Subsequently, a 20X20 mesh was drawn in
each piece, which let us draft our piece’s contours
to generate the trajectory coordinates. These
coordinates help us determine which points are of
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Table 3. Median for heuristics

h1 h2 h3 h4 h5 h1 h2 h3 h4 h5

1 131.6 383.1 210.7 135.9 161.8 30 308.7 1283.9 710.0 383.7 462.7

2 299.5 1114.1 551.1 356.5 429.6 31 73.2 189.3 112.3 68.4 78.1

3 112.8 314.9 172.8 114.0 129.4 32 117.8 320.0 173.8 119.1 138.6

4 50.9 103.8 62.7 48.7 52.7 33 570.0 2363.6 1194.0 714.2 860.3

5 67.5 152.2 91.2 64.6 71.8 34 46.0 87.2 57.8 43.5 45.5

6 249.0 894.5 499.3 271.9 343.5 35 158.2 494.3 244.2 170.1 202.5

7 73.3 175.5 101.0 72.0 82.8 36 71.7 171.2 99.8 67.3 77.4

8 31.1 52.6 36.4 30.4 30.7 37 97.6 266.6 140.1 102.3 117.7

9 54.0 121.5 71.1 51.9 56.6 38 66.6 157.6 91.6 65.3 74.5

10 40.4 75.9 49.5 40.3 42.0 39 194.6 663.8 350.5 214.3 255.7

11 346.2 1379.5 745.9 438.4 529.5 40 136.7 413.4 220.9 140.7 165.4

12 55.0 126.4 76.9 55.0 59.8 41 96.2 251.9 144.7 94.1 112.0

13 79.8 199.4 114.7 77.4 92.2 42 64.9 154.2 89.8 64.0 72.9

14 58.2 127.6 74.9 56.7 62.4 43 125.2 374.9 215.3 123.7 145.0

15 66.5 161.4 93.4 67.3 73.3 44 162.1 500.1 284.7 166.7 200.7

16 29.5 52.7 35.8 30.9 30.8 45 116.3 315.2 168.4 115.5 138.5

17 92.2 238.3 126.8 90.3 102.3 46 116.4 342.1 185.5 118.8 139.2

18 194.1 661.2 328.1 228.4 273.4 47 172.7 582.3 330.4 185.8 229.7

19 147.1 477.0 256.7 162.0 191.0 48 41.7 83.5 54.1 40.1 42.0

20 97.6 271.7 143.8 95.3 108.3 49 102.6 270.0 145.7 102.2 120.8

21 71.4 164.8 94.0 67.5 77.4 50 107.8 302.1 166.6 109.5 125.1

22 56.1 125.8 77.9 54.1 58.7 51 42.0 82.8 54.3 40.6 41.8

23 26.0 42.4 31.0 26.2 25.7 52 32.7 58.0 39.1 32.7 33.8

24 110.9 328.2 180.4 112.0 134.7 53 83.5 214.6 125.6 81.3 96.4

25 57.7 127.4 76.2 56.9 62.7 54 18.4 24.8 19.2 18.7 18.2

26 94.4 248.8 140.3 90.9 103.5 55 40.7 74.2 48.1 38.9 40.2

27 48.7 100.8 63.7 46.7 50.6 56 18.4 24.4 18.6 18.7 17.8

28 50.4 105.1 59.6 49.1 52.6 57 117.5 347.5 183.8 123.4 142.8

29 59.3 123.9 76.5 55.4 60.7 58 88.4 221.0 123.4 88.5 101.3

interest and which must be left inside so that the
piece is painted in its entirety by the robotic arm
described in 3.4. An example of meshing is found
in Figure 3. In Figure 3, the hood of our vehicle is
shown in yellow, while red represents the contour
that establishes the limits where our algorithm will
trace the trajectories that will cover the hood.

With the help of our Cartesian coordinates
application for Auto CAD loaded from the AP
command, we will place the points that will be our
coordinates in X and Y , which will be exported
directly to an Excel file. This .csv file was used
to determine our routes and generate a matrix to
program our algorithm.
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Table 4. Heuristics ranks per test

h1 h2 h3 h4 h5

FT 1.7 5.0 4.0 1.6 2.8

AFT 1.7 5.0 4.0 1.6 2.8

QT 1.9 5.0 4.0 1.5 2.6

6.1 Heuristics Results

We will describe the parameter configuration
for each construction heuristics and explain the
statistical tests used to compare the experiments.
The experimentation involved testing Instances
on a laptop with the following specifications: an
Intel® Core™ i3-1005G1 CPU clocked at 1.20
GHz, 8 GB of RAM, and a 64-bit Windows 11
operating system.

The methodology was implemented using
Python, and the experiments were iterated 31
times. Each heuristic experiment had a stipulated
limit of 100,000 function calls per instance.

For the statistical analysis, first, the
Shapiro-Wilks statistical test was applied to
check if the data had a normal distribution, and
the results indicated that the data did not follow
a normal distribution; therefore, the median was
chosen as the statistical representative.

We use the benchmark proposed in previous
sections with 58 instances tested with 31 runs.
We show our results in Table 2. The Friedman
(FT), Alienated Friedman (AFT), and Quade (QT)
statistical tests were applied to distinguish the
performance of the heuristic set.

We set α = 0.05 and h0 : there are
no differences between the performance of the
heuristics and ha : there are differences between
the performance of the heuristics. Table 4 shows
the ranges obtained in the three statistical tests.

The results show that the best heuristic is h4,
based on the Friedman, Friedman Aligned, and
Quade tests. It is important to remember that the
no-free fight theorem mentions that each algorithm
will perform differently according to the context.

Therefore, no algorithm is best for all types
of problems [1]. The experimentation present in
this work is based on the characteristics of the
problem, and we report the results fairly (the same

function calls); in this case, the best heuristic was
h4. It should be noted that the objective of this
work is to use and present the effectiveness of the
tools previously proposed by [41], where different
problems of the Constraint Satisfaction Problem
are addressed.

With the above, the generality of the design
and solution methodology for various combinatorial
issues continues to be demonstrated.

7 Conclusion and Future Work

In the present work, state-of-the-art research was
reviewed, focusing specifically on the problem of
programming and sequencing vehicle models to
minimize times in the painting system.

In addition, the health risks faced by workers
exposed to chemical agents present in automotive
paints were researched.

After carrying out this state-of-the-art study, the
problem is usually solved with different techniques
in a very complex way and sometimes very
expensive in terms of algorithms.

Therefore, this area of opportunity was
identified, in addition to the future vision of
continuing with the prototype and testing it with
pieces that can be painted by it and scaled.

Methodologically, the current research reviews
and exposes the application of the methodology
proposed in [41] to optimize the scheduling of
vehicle painting tasks, thus addressing existing
CAD designs and achieving a route design for its
future simulation.

Analyzing the results obtained from the
experimentation provides information on the
effectiveness of the heuristics used to address the
automobile painting problem.

Utilizing a variety of statistical tests, among
which are Shapiro-Wilks and the Friedman,
Friedman Aligned, and Quade tests for
general comparison, significant variations in
the performance of the heuristics (h1 to h5)
are observed.

Due to the data do not follow a normal
distribution, the median was chosen as the
representative measure for statistical analysis.
In particular, the h4 heuristic consistently
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demonstrated superior performance in all
statistical tests. Furthermore, this work reaffirms
the applicability of the methodology proposed by
Ortiz et al. (2023) by addressing different problems
with combinatorial optimization constraints.

The findings contribute to a deeper
understanding of the selection heuristics and the
methodology’s effectiveness in solving complex
constraint satisfaction problems. In this case, the
study problem was the design of routes for the
painting process in automobiles.
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Tecnológico Superior de Purı́sima del Rincón
for their time and support in the development of
this research.

References

1. Adam, S. P., Alexandropoulos, S. A. N.,
Pardalos, P. M., Vrahatis, M. N. (2019). No
free lunch theorem: A review. Approximation
and optimization: Algorithms, complexity
and applications, pp. 57–82. DOI: 10.1007/
978-3-030-12767-1 5.

2. Andulkar, M. V., Chiddarwar, S. S., Marathe,
A. S. (2015). Novel integrated offline trajectory
generation approach for robot assisted spray
painting operation. Journal of Manufacturing
Systems, Vol. 37, pp. 201–216. DOI: 10.1016/
j.jmsy.2015.03.006.

3. Attarchi, M. S., Labbafinejad, Y.,
Mohammadi, S. (2010). Occupational
exposure to different levels of mixed organic
solvents and colour vision impairment.
Neurotoxicology and teratology, Vol. 32, No. 5,
pp. 558–562. DOI: 10.1016/j.ntt.2010.05.003.

4. Barceloux, D. G., Barceloux, D. (1999).
Chromium. Journal of Toxicology: Clinical
Toxicology, Vol. 37, No. 2, pp. 173–194.
DOI: 10.1081/CLT-100102418.

5. Bernard, A. (2008). Cadmium & its adverse
effects on human health. Indian journal
of medical research, Vol. 128, No. 4,
pp. 557–564.

6. Bradshaw, L. M., Fishwick, D., Slater,
T., Pearce, N. (1998). Chronic bronchitis,
work related respiratory symptoms, and
pulmonary function in welders in New Zealand.
Occupational and Environmental Medicine,
Vol. 55, No. 3, pp. 150. DOI: 10.1136/oem.55.
3.150.

7. Caro, J., Gallego, M., Montero, R. (2009).
Diferentes metodologı́as para la evaluación de
riesgos originados por compuestos orgánicos
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Abstract. This research presents a novel trajectory 
generation algorithm and the design of a 
prescribed time controller for trajectory tracking 
tasks for autonomous vehicles. The trajectory 
generation algorithm uses a hybrid combination of 
computer vision techniques and intelligent rail 
detection methods using an on-board camera. 
Based on the previous information, a possible 
trajectory is then generated that the vehicle should 
follow. A time-prescribed controller is then 
developed and implemented to track the trajectory 
generated by the proposed methodology. The 
controller uses a hybrid structure in which a time-
varying feedback controller transitions into a fixed-
time controller. This approach achieves 
stabilization in the prescribed time despite the 
initial conditions. To address the trajectory design, 
a scaled autonomous vehicle simulator was used 
to then evaluate the prescribed time controller 
compared to a finite time controller and a dynamic 
feedback controller. The simulation results 
demonstrate the effectiveness of trajectory 
generation and trajectory tracking control 
algorithms in addressing these challenges in real-
world scenarios by examining two situations: 
unperturbed and perturbed cases. 

Keywords. Prescribed time stabilization, trajectory 
generation, neural networks. 

1 Introduction 

Research on autonomous vehicles is intensively 
explored due to their increasing scope of 
application, such as surveillance tasks, space 
exploration, delivery, transportation, and others [1, 
2, 3, 4]. These vehicle systems require information 
about the environment to correctly perform the 
various tasks and avoid collisions with various 
obstacles in the environment. The various tasks 
that these vehicles perform are classified into three 
main problems: trajectory tracking, path tracking, 
and point stabilization [5,6]. 

All information is collected by the sensors these 
systems are equipped with, such as B. LiDAR, 
ultrasonic sensors, GPS, and cameras. The 
information of the environment is processed and 
interpreted to perform the above-mentioned 
navigation tasks and avoid accidents and collisions 
[4, 7]. Therefore, the main focus of this study 
consists of the precise control of the vehicle’s 
movement along a desired path, known as 
trajectory tracking, as well as the generation of 
such paths, known as trajectory generation. These 
topics have attracted significant attention in the 
field of autonomous vehicles [8]. A wide range of 
studies have been carried out on the generation 
of trajectories. 

Prior studies [9, 10, 11, 12] have shown that it 
is possible to implement intelligent techniques for 
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generating trajectories and segmenting lanes. A 
technique for lane line identification is proposed by 
the authors in [13]. This approach utilizes the 
RANSAC algorithm to aid in the detection of lane 
lines and is predicated on an adaptive region of 
interest extraction strategy. 

In addition, convolutional neural network-based 
algorithms for lane line detection are proposed by 
Haixia and colleagues [14]. For training and 
validation purposes, their algorithms employ the 
TuSimple dataset. The implementation of a Neural 
Network (NN) using an on-board camera in [9] 
leads to favorable outcomes in the trajectory 
generation process. 

Hart et al. [10] describe the implementation of 
intelligent methodologies to create a viable 
trajectory generator.  The study’s findings indicate 
that it is feasible to create trajectories using 
intelligent methodologies. However, Bellusci et al. 
[11] present a new approach to lane segmentation 
using neural networks and computer vision 
techniques to create a map of the surroundings. 
Nevertheless, it does not explain the process of 
generating trajectories. 

Besides, in [15] the system utilizes a 
convolutional neural network along with an 
auxiliary layer to detect the borders of lanes. In 
addition, the authors suggest a straightforward 
algorithm to rectify the vehicle's orientation by 
utilizing the centroid of the drivable area. 

Unfortunately, there is no process for 
generating trajectories. In addition, in [16] was 
developed an independent navigation system using 
machine learning and computer vision techniques 
on a scaled vehicle. 

The system also incorporates a depth camera 
for localization. However, the algorithm’s 
performance is reduced in low-brightness 
scenarios. Furthermore, a study conducted by 
Neven et al. [17] focuses on the development of a 
control system for a Car-Like robot equipped with 
a vision system. 

This system enables the robot to detect and 
monitor lanes on a road. The study’s findings 
indicate that the utilization of vision techniques 
leads to effective lane detection in 
practical situations. 

After addressing the trajectory generation 
problem, the subsequent critical task is solving 
trajectory tracking. Numerous studies have tackled 

this challenge, but there are lingering issues in the 
field. Various control schemes, including feedback 
control strategies [18], Sliding Mode Control (SMC) 
[19], and decoupled approaches [20], have 
been explored. 

Furthermore, these controllers use different 
scenarios that encompass diverse convergence 
rates [20, 21], the effect of disturbances [19, 22, 
23], and different kinematic models [18]. Cui et al. 
[24] introduced an adaptive control law within 
SMC, demonstrating exponential convergence to 
the trajectory.  

The proposed methodology implements a 
decoupled approach to position and orientation 
tracking. Experimental results indicated its 
effectiveness for trajectory tracking despite 
disturbances. Nevertheless, the proposed 
methodology implements a simplified kinematic 
model, and the convergence rate is low. Qun Lu et 
al [21] proposed a fixed-time controller coupled with 
an observer under kinematic disturbances. 

The controller accounted for signal saturation to 
prevent slipping, yielding satisfactory tracking 
results. However, it is noteworthy that the 
convergence exhibited a gradual pace. The 
employed kinematic model was the simplified 
version, and the control structure is complex. In 
[25], the authors presented a prescribed-time 
containment controller coupled with a prescribed-
time observer to achieve leader-follower tasks.  

This study employs the effect of uncertainties 
and external disturbances by using a chain of 
integrators for the model. The results 
demonstrated good tracking performance and 
disturbance rejection. The research on trajectory 
tracking has been tackled from different 
perspectives, like finite-time stability, fixed-time 
stability, and simplified kinematic models.  

However, prescribed-time stability has not been 
widely studied on WMRs, but in [25] it was proved 
that this methodology can be implemented in 
these systems by achieving a fast convergence 
rate and low tracking errors. Thus, it is important to 
tackle this problem in WMRs because these 
systems need to attain a fast response in different 
scenarios where convergence time is crucial. 

Furthermore, trajectory generation is a problem 
that has been studied from different perspectives, 
however, there are not many studies with onboard 
cameras on this crucial task.  
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1.1 Contribution 

Based on the previous literature review, the 
contribution of this research is to address the 
trajectory generation and trajectory tracking tasks 
for autonomous vehicles. 

To attain the trajectory generation problem, we 
develop a novel algorithm that combines computer 
vision techniques and NNs that enable us to 
segment rails and then design a feasible trajectory 
using an onboard camera. 

We generate the trajectory using the Autominy 
simulator and propose a novel methodology. 
Furthermore, we design a new prescribed-time 
controller that drives the vehicle to the desired 
trajectory despite the effects of the disturbances.  

This controller is composed of two stages: 
initially, a time-varying feedback control drives the 
system to a neighborhood of the origin; then it 
switches to a twisting controller that converges in 
fixed time to the origin. 

To implement the proposed controller, we 
perform a coordinate transformation to the 
complete kinematic model of a Car-Like robot. 
Then, a series of simulations are performed 
between the proposed controller against a finite-
time controller and a feedback controller. The 
trajectory tracked is the reference signal generated 
by the proposed algorithm. 

The results demonstrate that the desired 
trajectory is a good option for trajectory generation 
problems, and the proposed controller is also a 
feasible option for trajectory tracking by 
demonstrating its superior performance against 
the compared control schemes. Then, the main 
contributions are: 

– Develop a novel trajectory generation 
algorithm by combining NNs and computer 
vision techniques for WMRs using an on-
board camera. 

– Design of a novel prescribed time controller 
using the complete kinematic model of a WMR, 
that attains the trajectory tracking problem 
despite the effect of kinematic disturbances. 

– Validation of the trajectory generated by the 
proposed algorithm by comparing the 
proposed controller and control schemes from 
the literature. 

– Exhaustive qualitative and quantitative study 
that demonstrates the superiority of the 
proposed controller against the finite time and 
dynamic feedback controllers. 

1.2 Organization 

The subsequent sections are arranged in the 
following order: Section 2 describes the novel 
approach for generating trajectories, detailing both 
the intelligent method and the vision techniques. 
Section 3 provides a detailed explanation of the 
kinematic model of a WMR, including a coordinate 
transformation that allows for the implementation 
of a hybrid control scheme. 

Section 4 develops the controller design that 
attains the prescribed time stabilization. The 
outcomes of the trajectory generation methodology 
are showcased in Section 5, alongside the 
evaluation of the suggested controller formulated 
in Section 4. Section 6, ultimately, provides the 
final findings and results of this manuscript. 

 

Fig. 1. Trajectory generation methodology 

 

Fig. 2. HybridNets architecture [29] 
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1.3 Notation 

Trigonometric functions are described as �� , �� , �� 

which corresponds to cos	
�, sin	
� and tan	
� correspondingly. The function sign	�� ��/|�| if � � 0, and sign	0� ∈ ��1,1�. ℝ� represents 
positive real numbers. 

2 Trajectory Generation 

The generation of trajectories is an essential 
undertaking for WMRs owing to the diverse 
outcomes it has in real-world situations and the 
limitations it must satisfy to ensure its tracking is 
feasible. To achieve this goal, we propose the use 
of the methodology presented in Fig. 1, which 
integrates computer vision techniques and neural 

                                                      
1 The TuSimple dataset, comprising 6408 images of highways in 
the United States presented at a resolution of 1280x720, was 
utilized to train HybridNets [26]. 

networks. To achieve this objective, we provide a 
detailed description of the proposed strategy. 

2.1 HybridNets Neural Network 

The Neural Network employed is HybridNets11 [27, 
28], which is an end-to-end perception neural 
network based on PyTorch. The objective is to 
address the multi-task issue by employing 
segmentation and box detection classification 
networks. Its main architecture comprises two 
networks, as depicted in Fig. 2. 

The initial part of the system is the backbone, 
which uses the EfficientNet-B3 convolutional 
neural network architecture to extract 
characteristics from the input. This architecture 
scales the dimensions of depth, width, and 
resolution using a composite coefficient to obtain 
feature maps of the image.  

The information extracted by the backbone is 
then passed on to the neck network, called 
EfficientDet, which uses a Weighted Bi-directional 
Feature Pyramid Network (BiFPN) module for 
image segmentation and object detection. The 
BiFPN module achieves this by creating 
bidirectional interconnections between network 
nodes. Each input feature is assigned an additional 
weight, allowing the network to determine the 
individual significance of each feature2. 

2.2 Proposed Algorithm 

To attain the trajectory generation task, we perform 
a series of steps detailed in Fig. 1, which allows us 
to finally obtain a feasible trajectory for a WMR 
using an on-board camera. 

To this end, we provide a deep description of 
this algorithm in this section by using the Gazebo 
simulator of the Autominy vehicle [31]. 

Image acquisition. The first step entails 
reading the input image captured by the vehicle’s 
built-in camera, as shown in Fig. 3. 

This step can be realized through the 
application of the available topics and the Robotic 
Operating System (ROS) to control the vehicle. 

2 To implement the intelligent method, the NN was converted to an Open 
Neural Network Exchange (ONNX) model to enhance its inference. The 
codes can be found in [29], while the weights can be found in [30]. 

 

Fig. 3. Image acquired from the on-board camera of the 
Autominy simulator 

 

Fig. 4. Output image with HybridNets NN 
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Intelligent Methods for Lane Detection.  
HybridNets NN application is used for lane 
segmentation and lane detection. This scheme 
identifies and separates the lane observed by the 
vehicle’s on-board camera. An important 
advantage of this NN is its ability to accurately 
identify the lane directly above the vehicle, as 
shown in Fig. 4. 

Perspective Transformation. The output NN 
image undergoes a perspective transformation 
technique called “bird’s eye view”. This technique 
simulates the image being viewed from a higher 
angle, similar to a bird’s viewpoint [32]. 

Leveraging this transformation provides a 
comprehensive perspective of the lane, ensuring 
both lanes remain parallel to facilitate the 
implementation of lane detection and 
segmentation processes. This simplifies the 
detection and segmentation processes. Figure 5 
illustrates the use of the technique from a bird’s 
eye view. 

Maximum Drivable Area Acquisition. In our 
pursuit to determine the largest navigable region, 
we first examine the area divided by the NN and 
thus determine the track with the largest extent to 
generate the desired path. To achieve this, a mask 
is implemented, which makes use of the 
segmentation color indicated by the intelligent 
method results (blue area). 

All resulting available segmented areas are 
then found and the maximum available area is 
calculated. Subsequent to this phase, the largest 
area is selected and highlighted in green to 
proceed with the trajectory generation method. 

The algorithm then identifies all currently 
available segmented areas and uses them to 
calculate the largest possible area. Next, the 
algorithm identifies the largest area and marks it 
with a green marker to proceed with 
trajectory creation. 

Centroid Calculation and Reference Point 
Determination. The subsequent procedure entails 
determining the centroid of the drivable area that 
has been identified through the green contour in 
the segmented results, as depicted in Fig. 6. 
Afterward, five points are positioned to create the 
intended trajectory. Initially, two immobile points 
are positioned at an equivalent elevation as the 
ArUco marker on the Autominy vehicle. These 

 

Fig. 5. Bird-Eye-View perspective transformation 

 

Fig. 6. Procedure for determining the centroid of the 
available drivable area 

 

Fig. 7. Reference points for path visualization 
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points are fixed and serve as the initial positions for 
displaying the trajectory. In addition, two extra 
points are included, one located blow, and one 
above the calculated centroid. The reference 
points are adjusted according to the area 
determined by the NN, and they help to determine 
the trajectory when navigating a curved lane based 
on the captured image. 

Afterward, the visual representation of the 
trajectory that corresponds to the five points 
mentioned earlier is displayed in Fig. 7. 
Additionally, the homography transformation 
converts the image representing the aerial 
perspective into the initial image perspective [33]. 

This transformation is dependent on the ArUco 
position, which serves as a reference point.  This 
procedure utilizes the marker location and its 
position within the pixel coordinates on the bird-eye 
view image to accurately convert them into the 
corrected perspective pixel coordinates. 

Figure 8 illustrates the process of translating 
the first trajectory to its equivalent on the 
vehicle’s perspective. 

Path generation. Ultimately, we derive the 
equation that defines the reference trajectory. The 
outcomes of the trajectory generation phase 
utilizing our suggested approach are depicted in 
Fig. 9. The trajectory is determined by analyzing 
the image captured by the on-board camera. 

This visual observation is used to determine the 
trajectory. Figure 10 illustrates the reference 
trajectory produced using the proposed 
methodology in conjunction with the Autominy 
simulator. The controller will receive this trajectory 
as the reference input. 

3 Kinematic Model and Control 
Design 

To tackle the trajectory tracking problem, we aim to 
design a controller that achieves prescribed-time 
stability to the desired trajectory. To this end, let us 
consider the full kinematic model a Car-Like robot 
depicted in Fig. 11, where �	�� � ��	��,  	��, !	��,"	��� ∈ ℝ# is the system’s vector configuration, the �	��,  	�� is the position on the plane with respect 
to the world frame $�,  %, !	�� is the orientation of 
the vehicle with respect to the � axis, "	�� is the 

 

Fig. 8. Perspective correction 

 

Fig. 9. Results for trajectory generation 

 

Fig. 10. Path generated using the proposed trajectory 
generation method 

 

Fig. 11. Description of the WMR’s kinematic model in 
the x, y plane 
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steering angle of the front wheels. Now, the 
kinematic model of the WMR is described as: 

�& 	�� � '	(�)	�� * +	��, (1) 

'	�� � ,�- �- �./ 0
0 0 0 10 , )	�� � 123	��24	��5 , (2) 

With 2	�� � �23	��, 24	���6 ∈ ℝ4 is the control 
input vector with 23	��, 24	�� being the linear and 
angular velocities, and +	�� � �73	��, 74	��, 78	��,7#	���6 ∈   ℝ# encompasses the disturbances, 
which are bounded and smooth until its first time 
derivative [34]. 

Furthermore, the actuators generate bounded 
control signals. Hence, based on the previous 
statement we are able to consider the 
following assumption. 

Assumption 1. There exist some positive 
constants D;, d=, V3�, V4�, and Φ such that: 

@|+	��|@ A  B;, ||+& 	��|| A 7̅, |23	��| A D3�, 
(3) |24	��| A D4�, |"	��| A Φ E F/2. 

Then, we perform a coordinate transformation 
by defining the new output variable: 

ζ	t�  � 1K3	��K4	��5 � L � * / �- * M�	-�.� * / �- * M �	-�.�N. (4) 

With an arbitrary M � 0, which will be used to 
design a controller. Furthermore, to attain the 
trajectory tracking problem, a reference kinematic 
model is required, which is described by: 

�+& 	�� � '	(O�)+	��, 

(5) '	�+� � ,�-+ �-+
�.+/ 0

0 0 0 10, 
)+	�� � 12O3	��2O4	��5, 

where �+ 	�� � ��O	��,    O	��, !O	��,   O	���6 ∈ ℝ#, 2O3	��, 2O4	�� ∈ ℝ are the reference signals of �	��  

and 23	��, 24	��. Moreover, we perform the same 
coordinate transformation as in (4): 

P+	t�  � 1KO3	��KO4	��5 � L �O * / �-Q * M�	-Q�.Q� O * / �-Q * M �	-Q�.Q�N. (6) 

By following the procedure described in [20] 
along the coordinate transformation (5) and the 
reference model (9), we define the tracking error RS	�� � R	�� � R+	��, which yields to the following 
dynamic error structure: 

 

Fig. 12. General scheme of the proposed methodology 
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RST 	�� � U	!, "�V;	�� * U̅	!, "�)	�� * W& 	X��  U	!O , "O�V;+	��� U&	!O , "O�)+, (7) 

where the structure of U	!, "�, U̅	!, "�, V;	��, W& 	��,V;+	��, U&	!O, "O�, and )+	�� can be consulted 
in [23].  

Now we can state the control objective by 
implementing a hybrid control scheme that makes 
the tracking error signal RS	�� to converge to zero in 
a prescribed time despite disturbances. 

Control objective. Considering the WMR’s 
kinematic model (1), the coordinate transformation 
(4), and the error’s dynamics (7), design a control 
input )	�� such that the tracking error converges to 
zero in a prescribed time. 

4 Control Design 

In order to design the proposed controller, depicted 
in Fig. 12, we begin by presenting a general 
structure for the controller, which is then applied to 
the kinematic model (1) by employing the tracking 
error RS	��, and the error's dynamics (7) to achieve 
prescribed time stability to the desired trajectory. 

4.1 General Structure 

The control problem encompasses two stages. 
First, the system is directed towards an arbitrary 
small attraction zone by means of a time-varying 
state feedback control law.  

Once the system enters the attraction zone, a 
twisting controller is executed to ensure that it 
converges to the equilibrium point in prescribed 
time [35]. 

In order to address this issue, we begin by 
formulating a general second-order system with 
the following structure: 

where Y	�� � ��3, �4�6 ∈ ℝ4 is the state vector, Z	�, Y� ∈ ℝ is the control input, and [	�, Y� ∈ ℝ 
encompasses smooth and bounded disturbances, 
such that |[	�, ��| A  \�, with \� ∈ ℝ being the 

upper bound of the disturbances. To attain 
prescribed time stability, we structure the control 
input as follows: 

Z � ]Z3	�, Y�,Z4	Y�,   � E 3̂ and Y ∈ ℝ4  \ `a
otherwise

, (9) 

where `a � $Y: D	Y� A c% is the attraction 
domain, and: 

Z3	�, �� � �/3	���3	�� � /4	���4	��, (10) 

Z4	�� � ��3sign	�3� � �4sign	�4�, (11) 

/3	t� � d4	t��2 * e��3 * e� * g3d	t��2 * e�* g4d8�h	t��2 * e�* g3g4d4�h	t�, (12) 

/4	t� �  2d	t��2 * e� * g3 * g4d	t�4�h . 
With e ∈ ℕ, g3, g4 ∈  ℝ�, and the function: 

d	�� � 1
3̂ * �j � �. (13) 

The control signal Z3	�, Y� employs some time-
varying gains /3	�� and /4	��, which act in the first 
stage of the control strategy in � E ^. Then the 
twisting controller, represented by u4	t� with some 
gains �3 > �4 > \� > 0, is introduced once the 
trajectories of the system enter the attraction 
domain `a, defined by the parameter c and the 
time ^. Furthermore, this domain is set by the non-
strict Lyapunov function: 

Which ensures that the equilibrium point is 
finite-time stable, according to [36, Theorem 5.1]. 
The proposed controller attains prescribed-time 
stabilization by combining two methodologies; the 
first stage consists in a control structure 
encompassed by time-varying gains (12) that 
drives the trajectories of the system to a vicinity of 
the origin defined by the time ^ and the attraction 
domain `a. 

Once the trajectories reach this vicinity, the 
twisting controller (11) is introduced to reach the 
origin in fixed time with an admissible disturbance 
(for more details, refer [35]).  Based on the previous 
information, the controller’s implementation for the 
WMR is described in the following subsection. 

�&3	�� � �4	��, 
(8) �&4	�� � Z	�, �� * [	�, ��, 

D	Y� � �3|�3	��| * 12 �44	��. (14) 
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4.2 Wheeled Mobile Robot Controller 

To implement the hybrid control scheme (9), we 
first define the following state variables: 

�3	�� � mn3	��,  �4	�� � mn&3	��, (15) 

�8	�� � mn4	��,  �#	�� � mn&4	��. (16) 

Thus, we can rewrite the error’s dynamics (7) 
by using definitions (15, 16), which yields to two 
decoupled second-order systems: 

Υ3 ]�&3	�� � �4	��,�&4	�� � Z3	�, �� * [3	�, ��, (17) 

Υ4 ]�&8	�� � �#	��,�&#	�� � Z4	�, �� * [4	�, ��, (18) 

where Z3	�, Y� and Z4	Y� are the control inputs 
retrieved from: 

V	t� �  U	!, "�V;	t� . (19) 

Being: 

 V � �Z3	�, ��, Z4	�, ���6 , 

(20) 
[3 � p&3323 * p&3424 * λ3& � pO332&O3 � pO342O4&� p&O332O3 � p&O342O4, 
[4 � p&4323 * p&4424 * λ4& � pO432&O3 � pO442O4&� p&O432O3 � p&O442O4, 

where [r	�� are considered smooth and bounded 
disturbances, such as |[r	�, ��| A  sr� with t ∈$1, 2%. According to (9), the hybrid controller is 
structured as [35]: 

Zr � ]Z3r ,Z4r ,      � E 3̂r  and Y ∈ ℝ4  \ `ar
otherwise,  (21) 

where 3̂r > 0 is a design parameter, and: 

Z33 � /33	���3	�� � /34�4	��, (22) 

Z34 � �/43	���8	�� � /44�#	��, (23) 

Z43 � ��33sign	�3� � �34sign	�4�, (24) 

Z44 � ��43sign	�8� � �44sign	�#�, (25) 

`a3 � $Y: D	�3, �4� A c3%, (26) 

`a4 � $Y: D	�8, �#� A c4%. (27) 

The control Z3r	�, �� is a linear time-varying 
state feedback with positive time-varying gains /3r	��, /4r	�� with the structure defined in (12), and 
the control structure Z4r	�� attains stability in finite 
time to the origin according to the stability analysis 
developed with the non-strict Lyapunov function 
(14) [36]. 

Finally, in order to recover the control inputs 23	��, and 24	�� we use the definitions U	!, "� and )& 	�� from (19), which yields to: 

)	�� � 123	��24	��5 �
⎣⎢
⎢⎢
⎡x 23& 	y�z

j 7y 
x 24&z

j 	τ�7y ⎦⎥
⎥⎥
⎤ , (28) 

where V;	�� � U�3	!, "�V	��. Therefore, we 
synthesize the stated controller in the 
following Theorem. 

Theorem 1. [35] Let the dynamic’s error (7) and 
assume that A1 holds. Then, the controller (19), 
(21)-(28), provided (12, 13), ensures the trajectory 
tracking in prescribed time. 

5 Numerical Results 

To assess the proposed approaches for trajectory 
generation and trajectory tracking tasks, we 
conducted simulations using 
MATLAB/SIMULINK® for trajectory tracking and 
the Autominy simulator for trajectory generation 
[4]. The trajectory generated via the methodology 
described in Section 2 is illustrated in Fig. 13. 

To assess the performance of the proposed 
methodology, named PTC, we consider the 
controllers described in references [18] and [20]. 
We choose the dynamic feedback controller [18] 
(named DFC), due its simple structure and 
because it implements the complete kinematic 
model of a Car-Like robot. 

Furthermore, we also employ [20] (referred to 
as FTC) because it utilizes the full kinematic model 
of the Car-Like robot, attains the trajectory tracking 
problem by using a decoupling approach, and 
achieves Finite-time stability. The following cases 
are considered for the validation of the 
PTC controller: 

– C1: There is no effect of kinematic 
disturbances in the model, considering the 
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initial conditions ��	0�,  	0�, !	0�, "	0��6 ���1, �2, arctan	π/2� , 0�6 and / � 0.255 �m�. 
– C2: A The effect of kinematic disturbances is 

introduced with 73	�� � 0.05 * 0.05 sin	2��, 74	�� � �0.05 � 0.05 cos	2��, 78	�� � 0.05, 7#	�� � �0.05, with the initial conditions 
considered in case C1. 

The gains considered for the DFC are g�r � 343, g�r � 147, g�r � 21, and for the FTC are g3 � 35, g4 � 25, g8 � 5 and g# � 7. Finally, the 
parameters for the PTC's time-varying gains are 

3̂r � 1, g33 � 5, g34 � 5, g43 � 25, g44 � 15, e_t �  1, and for the twisting controller are �33 � 275, �34 � 495, �43 � 770, �44 � 715 with δ � 0.03. The simulation in Matlab/Simulink was 
performed using the sampling time of 1 � 10�# 
seconds and Runge-Kutta algorithm as the solver. 

In Fig. 13 is depicted the final trajectory 
generated with the procedure detailed in Section 2. 
The red marks are the samples gathered from the 
Autominy simulator, and the smooth trajectory 
generated with the time intervals and the red marks 
is represented by the blue line. The equations that 
represent the motion at each time interval are 
shown in Table 3 (see Appendix A) and are 
depicted in generalized coordinates in Fig. 14. 

In Fig. 15 are depicted the tracking errors in 
generalized coordinates. It can be observed that 
the FTC and the PTC controllers converge faster 
than the DFC. Also, the proposed controller 
reaches the vicinity near the origin in t E 1�s�, as 
highlighted with the orange area; during this 
transitory stage the time-varying feedback 
control scheme is used, which afterwards is 
switched to the twisting controller. 

This behavior is also present in y�, where the 
FTC and the PTC present the fastest responses, 
followed by the DFC. The PTC controller 
exhibits a slight overshoot; however, it 
approaches the vicinity of the origin at t E 1�s� 
within the orange region.  

Finally, in "S  the PTC controller obtains the 
fastest convergence compared with the DFC 
and FTC controllers; however, it also exhibits the 
highest level of overshoot. Furthermore, in 10 A� A  14.15 the proposed controller achieves the 
lowest overshoots compared with the FTC and 
DFC controllers; this behavior can be attributed 

 

Fig. 13. Reference points for path visualization 

 

Fig. 14. Desired trajectory represented in generalized 
coordinates �	��,  	��, θ	�� and ϕ	�� 

 

Fig. 15. Tracking errors in ��,  �, !Sand "S for case C1 
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to the alterations in the reference signal for "	�� 
as depicted in Fig.14 during this specific period. 

Furthermore, in Fig.16 are depicted the 
control signals generated by the controllers in 
comparison to the desired control inputs 23	�� 
and 24	��, which are represented by the black-
colored dashed lines. In 23	��, it is evident that 
the FTC controller exhibits the highest overshoot 
when compared to the PTC and DFC controllers; 
this behavior is associated with the fastest 
convergence of the FTC’s tracking �� in Fig. 15, 
which is attributed to the presence of the SMC in 
the x coordinate. 

However, the PTC achieves the fastest 
response, which implies the fastest tracking 
response. For 24	��, the PTC controller generates 
a large control signal before the commutation of the 
twisting controller, then it generates a noisy control 
signal, which is directly related to the tracking error 
of ϕ(t) in Fig. 15. Moreover, it is evident that the PTC 
controller transitions to the twisting control scheme 
in a time period less than 1 second. 

As observed in the signal, the PTC controller 
generates the effect of chattering due to the 
presence of the twisting controller. In addition, all the 
control signals remain with similar behaviors after 
the transient stage. 

Figure 17 depicts the tracking errors for case 
C2 in the �,  , ! and " coordinates. It can be 
observed that �� behaves similarly, with the FTC 
and PTC controllers achieving the fastest 
response, even when disturbances are 
considered. Regarding  �	��, it is evident that the 
FTC and PTC controllers also achieve the fastest 
response; nevertheless, the performance of the 
FTC and DFC controllers is diminished due to the 
generation of greater oscillations. 

Furthermore, it is noteworthy that the time-
varying stage of the PTC commutes to the twisting 
controller before the orange-colored area ends, 
where the twisting control signal is introduced, and 
thereafter the error signal keeps a neighborhood 
in zero. 

For !S, the fastest response is achieved by the 
PTC and FTC control schemes, but the PTC 
controller keep less oscillations. It can also be 
observed that the DFC controller generates a 
greater error at the end of the simulation. 

For "S	��, the largest overshoot was generated 
by the PTC due to the time-varying stage and the 

 

Fig. 16. Control signals 23	�� and 24	�� generated for 
case C1 

 

Fig. 17. Tracking errors in ��,  �, !Sand "S for case C2 

 

Fig. 18. Control signals 23	�� and 24	�� generated for 
case C2 
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control signal 24	��, which is observed at the 
beginning of the orange-colored area. 

The PTC maintains the lowest tracking errors in 
this coordinate with the lowest oscillations even in 
the presence of disturbances. 

Conversely, the DFC and FTC controllers 
present the large oscillations during the trajectory 
tracking. The tracking error "S	�� is associated with 
the control signal 24	�� depicted in Fig. 18, where 
it is corroborated that the DFC controller generated 
large control signals. On the other hand, the PTC 
controller generated the largest overshoot while 
the time-varying gains were active, i.e., in the 
orange-colored area at � E  1���; afterwards, the 
proposed scheme presents the effect of chattering 
due to the properties of the twisting controller 
and the SMC, however, its magnitude is small. 

For 23	��, the PTC controller achieved the 
fastest response with a slight overshoot compared 
with the FTC controller. The DFC controller 
generated the lowest overshot and achieved the 
lowest response. In addition, it is clear that the 
proposed PTC controller achieves the fastest 

response and keeps the lowest oscillations in 
comparison with the DFC and FTC controllers. 

Hence, the aforementioned findings illustrate 
that the PTC controller achieves the fastest 
response and the lowest oscillations, despite the 
existence of disturbances. Therefore, it can be 
inferred that the PTC controller excels over the DFC 
and FTC controllers. 

In addition, a quantitative analysis was con- 
ducted to supplement the qualitative analysis. 
Tables 1 and 2 expose the IAE (Integral of 
Absolute Error) and ITSE (Integral of Time-
weighted Squared Error) for evaluating the tracking 
error of the controllers, while the ISV (Integral of 
Squared Control Signal) is used to quantify the 
control signals [20]. Table 1 displays the 
quantitative tracking errors and ISV for case C1 
while Table 2 showcases the performance indexes 
for case C2. 

Regarding case C1, it is evident that the PTC 
controller achieves the lowest tracking errors for 
each coordinate, except for "	��, where the FTC 
controller achieves the lowest tracking errors in 
terms of ITSE. These quantities indicate that the 
PTC controller outstands with the best 
performance by achieving the lowest tracking 
errors with respect to the DFC and FTC controllers. 

In addition, for case C2, the FTC controller 
demonstrated the smallest tracking error in !	��, 
while the PTC controller exhibited the smallest 
tracking errors in the remaining coordinates, thus 
demonstrating its superior performance in 
comparison with the other controllers. 

Based on the preceding qualitative and 
quantitative analysis, we can deduce that the PTC 
controller demonstrates superior performance in 
both disturbed and undisturbed scenarios by 
achieving the fastest response and lowest 
oscillations with respect to the DFC and 
PTC controllers. Moreover, the proposed control 
strategy achieved the lowest tracking errors with 
ITSE and IAE in general, thus outstanding its 
performance. Furthermore, we have observed that 
the trajectory generation algorithm is an effective 
solution for the task of generating trajectories. 

This is because it successfully fulfills the non-
holonomic constraints of WMRs. The simulations 
conducted with the controllers have demonstrated 
the algorithm’s ability to track trajectories in real-world 
scenarios, even in the presence of disturbances. 

Table 1. Performance indexes IAE, ITSE and ISV for 
the WMR for case C1 

Controller 
IAE 

ISV ��  � !S "S 

PTC 0.653 0.168 0.21 0.245 149.2 

DFC 1.415 0.392 0.314 0.299 28.44 

FTC 0.939 0.26 0.522 1.18 45.03 

 
ITSE 

 ��  � !S "S 

PTC 0.119 0.006 0.008 0.148 

 DFC 0.29 0.038 0.019 0.111 

FTC 0.264 0.033 0.207 3.242 

Table 2. Performance indexes IAE, ITSE and ISV for 
the WMR for case C2 

Controller 
IAE 

ISV ��  � !S "S 

PTC 0.697 0.268 0.62 0.455 190.1 

DFC 1.373 0.447 1.01 2.03 169.5 

FTC 0.936 0.371 0.544 1.147 44.47 

 
ITSE 

 ��  � !S "S 

PTC 0.133 0.017 0.253 0.312 

 DFC 0.49 0.04 1.35 16.26 

FTC 0.263 0.171 0.159 2.59 
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6 Trajectory Generation 

The trajectory generation algorithm obtained 
specific points from the rail detections, which were 
subsequently analyzed to calculate two 
polynomials in the �,   plane. In order to achieve a 
feasible trajectory for a Car-Like robot [17], it is 
necessary for these polynomials to be both smooth 
and continuous. The procedure for designing the 
equations is described in [37], resulting in the 
equation's trims presented in Table 3. 

7 Conclusions 

The manuscript introduced an innovative approach 
for generating trajectories in vehicular systems 
by utilizing an on-board camera, computer vision 
techniques, and intelligent algorithms. 

The proposed methodology was evaluated by 
employing three controllers that successfully 
achieved the trajectory tracking task. In addition, a 
prescribed-time controller was introduced for the 
purpose of trajectory tracking tasks. The 

Table 3. Polynomials for trajectory reference 

Time interval Reference trajectories 

0 A � E 1.13 
�O	�� � 0.0776�� * 0.4971�� � 1.7644�� * 1.3442�# * 0.1� *  1.668 

 O	�� �  0.0074�� * 0.0471�� � 0.167�� * 0.1274�# * 9��8� * 0.4869 

1.13 A � E 2.14 
�O	�� � 0.004�� * 0.88�� � 8.37�� * 31.73�# � 62.0045�8 * 66.23�4 � 36.73� *  9.68 

 O	�� � 5��#�� * 752��#�� � 707.7��8�� * 2.638�# � 5.069�8 * 5.328�4 � 2.909� *  1.1545 

2.14 A � E 3.23 
�O	�� � �0.01�� * 0.1552�� � 0.97�# * 3.187�8 � 5.806�4 * 5.92� � 1.2013 

 O	�� � �15.8��8�� * 246��8�� � 1.569�# * 5.262�8 � 9.797�4 * 9.625� � 3.38 

3.21 A � E 4.32 
�O	�� � 2��#�� * 0.175�� � 3.68�� * 31.51�# � 141.87�8 * 353.27�4 � 464.53� *  251.09 

 O	�� � �15.2��8�� * 0.327�� � 2.91�# * 13.672�8 � 35.83�4 * 49.682� � 27.951 

4.32 A � E 5.31 
�O	�� � 0.5�� * 13.8�� * 156.6�# � 942.8�8 * 3172.7�4 � 5659.4� * 4181.8 

 O	�� � 36��#�� � 0.1�� * 1.161�# � 7.117�8 * 24.431�4 � 44.536� * 34.212 

5.31 A � E 6.81 
�O	�� � 0.1�� � 2.9�� * 41.1�# � 308.7�8 * 1294.2�4 � 2870.9� *  2635.1 

 O	�� � �4��#�� * 12.2��8�� � 0.1618�# * 1.1245�8 � 4.292�4 * 8.483� � 6.1832 

6.81 A � E 7.83 
�O	�� � �19�� * 324�# � 2994�8 * 15515�4 � 42699� *  48755 

 O	�� � 19�� * 324�# � 2994�8 * 15515�4 � 42699� *  48755 

7.83 A � E 9 
�O	�� � �8�� * 152�# � 1638�8 * 9883�4 � 31714� *  42282 

 O	�� � �0.2�� * 4.4�# � 48.1�8 * 292.1�4 � 944.8� * 1270.5 

9 A � E 10.03 
�O	�� �  �3�� * 57�# � 672�8 * 4435�4 � 15499� *  22397 

 O	�� � 0.2�� � 4.1�# * 47.1�8 � 296.7�4 * 980.6� � 1321 

10.03 A � E 11.25 
�O	�� � �0.8�� * 19.1�# � 242.5�8 * 1712.4�4 � 6342.8� *  9588.1 

 O	�� � �2�� * 64�# � 896�8 * 7053�4  � 29575� * 51615 

11.25 A � E 12.26 
�O	�� � �80�# * 1460�8 � 14040�4 * 71590� � 150960 

 O	�� �  �10�� * 210�# � 3150�8 * 26780�4 � 121230� *  228190 

12.26 A � E 13.34 
�O	�� � 3�# * 79�8 � 2077�4 * 17320� � 51070 

 O	�� � �2�� * 64�# � 915�8 * 7138�4 � 28147� * 42243 

13.34 A � E 14.51 
�O	�� �  �� � 21�# * 344�8 � 3102�4 * 14569� � 27559 

 O	�� � �O	�� �  �� � 21�# * 344�8 � 3102�4 * 14569� � 27559 * 18543� � 35323 
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performance of this controller was evaluated by 
comparing it to two controllers previously 
discussed in the literature. 

Employing the simulation capabilities of 
MATLAB/SIMULINK, the prescribed-time 
controller demonstrated be superior, showcasing 
its resilience and adaptability in maintaining the 
desired trajectory, irrespective of the presence 
of disturbances. 

The proposed methodology demonstrated its 
key feature of adjusting the convergence rate and 
its ability to withstand disturbances. Therefore, this 
study introduced a novel approach that integrates 
two approaches to tackle significant challenges in 
vehicular systems: the prescribed-time controller 
and the trajectory generation algorithm. 

Future research ought to emphasize on 
enhancing the prescribed time controller by means 
of reducing or modifying the control structure to 
mitigate chattering and minimize the overshoot of 
the control signal of v2(t). 

Furthermore, the trajectory generation 
algorithm can be enhanced by utilizing optimization 
algorithms to enhance its desired control signals in 
relation to generalized coordinates. 
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Abstract. Grammar Evolution (GE) can be considered
a form of Genetic Programming (GP) that has become
very popular in the field of Automatic Programming (AP)
over the last few years. There has been a lot of
research on different aspects of GE, including its parts;
the Search Engine, Mapping Process, and Grammar.
However, it has been shown that it is possible to select
the codons randomly to improve the GE, using a random
permutation. This paper introduces a new approach to
intensify a solution using permutation heuristics to guide
the codon selection order. A non-parametric test was
applied to discern between the results obtained by the
proposal and those obtained by the canonical GE version
and the GE with random permutations.

Keywords. Grammatical evolution, symbolic
regression, intensification.

1 Introduction

Two important approaches to automatically
generate computer programs are Genetic
Programming (GP) [23, 26] and Automatic
Programming (AP) [15, 3, 39]. These methods
have proven invaluable in improving algorithms
and resolving challenging issues.

They all have different restrictions and
difficulties, and to solve some of these restrictions,
a different evolution-inspired method appeared
recently, namely Grammatical Evolution (GE)
[37]. This method combines the strength of
GP with a more methodical strategy based on
formal grammar.

GP is an evolutionary algorithm that works
based on a population of potential solutions, often

represented as tree structures to develop programs
[25, 31, 24]. By utilizing evolutionary operators
including crossover, mutation, and selection, the
goal of GP is to evolve programs that can carry out
particular tasks.

Some of the issues GP can present in execution
are program bloat, inefficiency, and a lack of
control over the search space [32]. There are
several proposals to improve GP [5, 10]; one
of them [21] includes metaheuristics to improve
GP performance.

By establishing a mapping mechanism that
relates a given program genotype and phenotype,
Grammatical Evolution (GE) offers a solution to
these problems. It uses formal context-free
grammars to do this [38]. Grammatical Evolution
evolves strings of symbols as opposed to program
trees directly.

A mapping process between these strings of
symbols and computer programs is applied by this
method, producing solutions with semantic and
syntactic validity. The differentiation of genotype,
the evolving string, from the phenotype, the
completed program, is one of the major advances
of Grammatical Evolution [34].

Because grammars may be created to contain
specific structural and syntactical restrictions, this
separation improves control over the search space
by lowering the possibility that inappropriate or
inefficient programs would be constructed.

Moreover, by altering the genotype, the search
space may be explored more efficiently, producing
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Fig. 1. Classical derivation example [45]

a more methodical program evolution. One of the
research fields in GE is search engines.

There are several metaheuristics used as
search engines like Genetic Algorithm (GA)
[16], Differential Evolution (DE) [33, 17], Particle
Swarm Optimization (PSO) [36, 42], Estimation
Distribution Algorithms (EDA) [40, 29], and Ant
Colony Optimization (ACO) [13] among others.

In [44], it was proposed to change the codon
selection using a random permutation; this process
was used with GE as a search engine, obtaining
better results than classic GE. GE has been
used successfully in many problems; however, the
Symbolic Regression Problem (SRP) has been
proposed and utilized as a benchmark problem
for GE [1, 4, 43, 30].

The result of applying GE to SRP is an
expression or function that fits a given instance of
the problem. It is necessary to use formal grammar
to ensure that the generated expression or function
has syntactic validity.

Finally, GE explores a wide range of possible
expressions at execution time, allowing it to
discover highly accurate expressions. This paper
proposes a methodology to evolve the codon
selection order using the 2-opt, 3-opt, and 5-opt,
and inversion permute heuristics.

This proposal is tested with instances of
the SRP problem. The results obtained
by this proposal, the canonical GE version,
and the GE with Random Permutations were
compared statistically.

2 Grammatical Evolution

The Grammatical Evolution (GE) [37, 38, 34] is
a grammar-based form of Genetic Programming
(GP) [22, 23]. The concepts of genotype and
phenotype are present in both GP and GE.

Originally, the genotype in GP is based on
tree representations, which are evaluated directly
to obtain the phenotype, whereas GE uses a
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Fig. 2. Derivation example based on permutations [45]

Fig. 3. Available data

linear representation, which is employed with a
grammar to obtain the phenotype. The four main
components, shown in Figure 5.

– The Problem Instance defines the problem
domain and its conditions. It is used as a
measure to guide the search engine and make
the optimization process.

Fig. 4. Representative expression

– The Grammar establishes elements and rules
that fit the problem instance’s specifics. In GE,
Backus-Naur Form is commonly employed [2],
although alternatives such as Attribute Grammar
[20, 11] or Christiansen Grammar [7, 35] can
also be applied.

– The Search Engine oversees optimization and
adjusts the genotype based on the quality of
the phenotype applied to the problem instance.
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Algorithm 1 Grammatical evolution algorithm

Require: pop size, dimtext, search engine,
cont apply LS, heuristic

1: Population← new population (pop size, dim)
2: Per← generate permutation(dim)
3: Fitness← Evaluate(Population, Per)
4: Cont← 0
5: GBest← get Best(Population, Fitness)
6: while termination condition not met do
7: Population← search engine(Population)
8: Fitness← Evaluate(Population, Per)
9: Best← get Best(Population, Fitness)

10: if GBest=Best then
11: Cont← Cont + 1
12: else
13: GBest← Best
14: Cont← 0
15: end if
16: if Cont = cont apply LS then
17: Per← heuristic(Per)
18: Cont← 0
19: end if
20: end while
21: return Best Solution

While the Genetic Algorithm stands as the
canonical search engine [16], numerous others
have been implemented.

– The Mapping Process facilitates the conversion
between genotype and phenotype, employing
specific strategies such as Depth-First [34],
Breadth-First [12], π Grammatical Evolution
[36], etc.

Figure 1 shows an example of a classic GE, it
uses a sequential codon selection order, and the
search engine is applied to the codon values.

Figure 2 shows the proposal [44] example, it
uses a permute codon selection order. Figure 1
and 2 uses the same codon values and the results
show that is possible to obtain different phenotypes
using a selection order.

3 Symbolic Regression Problem

Symbolic Regression Problem (SRP) [1, 4, 18]
is the process of obtaining a representative

Table 1. Symbolic regression functions used as
instances set

Function Polynomial

F1 f (x) = X3 +X2 +X

F2 f (x) = X4 +X3 +X2 +X

F3 f (x) = X5 +X4 +X3 +X2 +X

F4 f (x) = X6 +X5 +X4 +X3 +X2

+X

F5 f (x) = sin
(
x2

)
cos (x)− 1

F6 f (x) = sin (x) + sin
(
x+ x2

)
F7 f (x) = log (x+ 1) + log

(
x2 + 1

)
F8 f (x) =

√
x

F9 f (x, y) = sin (x) + sin
(
y2
)

F10 f (x, y) = 2sin (x) cos (y)

Keijzer1 f (x) = 0.3xsin(2πx)

Keijzer2 f (x) = 1 + 3x+ 3x2 + x3

Keijzer3 f (x, y) = 8/(2 + x2 + y2)

Keijzer4 f (x, y) = x4 − x3 + y2/2− y

Keijzer5 f (x, y) = x3/5 + y3/2− y − x

Keijzer6 f (x1,x2, . . . ,x10) = 10.59x1x2+
100.5967x3x4 − 50.59x5x6+
20x1x7x9 + 5x3x6x10

expression from available data that we use when
we want to know what was the equation behind
our instance.

In SRP, the goal is to seek a model (an equation
or a mathematical formula) that describes the
relationship between the input variables and the
target output variable, without prior knowledge of
the functional form.

SRP represents an important problem studied
for the GP community [18, 43, 30].

Figure 3 shows the available data from the
instance without knowing the function and Figure
4 shows the proposed expression to generate
the data.
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Table 2. Median of the results obtained for each instance
and GE variant

Function GA Rnd Inv 2opt 3opt 5opt

F1 0.000 0.000 0.000 0.000 0.000 0.000

F2 0.033 0.012 0.034 0.033 0.031 0.035

F3 0.082 0.082 0.105 0.100 0.065 0.081

F4 0.143 0.112 0.112 0.123 0.130 0.154

F5 0.049 0.044 0.046 0.056 0.046 0.046

F6 0.036 0.043 0.044 0.040 0.023 0.040

F7 0.254 0.256 0.254 0.221 0.223 0.253

F8 0.095 0.103 0.094 0.100 0.094 0.098

F9 0.036 0.046 0.047 0.066 0.036 0.043

F10 0.044 0.044 0.046 0.044 0.044 0.045

Keijzer1 0.061 0.055 0.061 0.059 0.061 0.059

Keijzer2 0.000 0.000 0.000 0.000 0.000 0.000

Keijzer3 0.408 0.408 0.408 0.408 0.404 0.408

Keijzer4 0.677 0.677 0.677 0.677 0.677 0.677

Keijzer5 0.427 0.426 0.426 0.426 0.425 0.428

Keijzer6 2.448 2.233 3.826 3.137 2.943 4.283

4 Proposed Approach

Figure 2 shows the proposal from [44] using a
codon position random permutation. The proposal
is shown in Algorithm 1, the permutation heuristics
is applied if the best proposal solution is not
improved for n generations.

In this study, the n value to apply the
perturbation heuristic was determined empirically.
The permutation heuristics were taken from the
state-of-art based on those that can be applied to
the Traveler Salesman Problem (TSP) [28, 8] and
widely studied permutation problem.

4.1 k-opt

The k-opt heuristic [9, 27, 6] is classified as a local
search method because it only slightly modifies the
current solution to try to make it better.

It does not ensure the identification of the
globally optimal solution, but it remains effective in
perturbing an initial solution.

A k-opt heuristic is an attempt to enhance the
quality of a solution using iterative swapping of
pairs of items. Figure 6 shows an example of 2-opt.

Table 3. GA parameters

Parameter Value

Population Size 300

Dimensions 100

Iterations to apply the heuristic 5

Function Evaluations 250,000

Selection Binary Tournament

Crossover 2-points

Mutation Bit-flip

Mapping Process Depth-First

4.2 Inversion

The inversion heuristic [16, 8] involves selecting
a subset of the proposal solution and investing
the order of its elements. This heuristic neither
ensures the identification of the globally optimal but
is effective in perturbing an initial solution.

This operation introduces diversity in the
population and can potentially explore different
regions of the solution space. Figure 7 shows an
example of Inversion.

5 Experimental Setup

Table 1 shows the Symbolic Regression functions
used, the functions F1 to F10 were taken from
[18, 45] and the Keijzer from [19, 43, 14]. Mean
Root Squared Error (MRSE), Equation 1, was used
as a fitness function to discern the quality of each
expression proposed by GE:

MRSE =

√√√√ 1

n

n∑
i=1

(ti − yi)
2
, (1)

where:

– n is the number of data points.

– yi is the real value.

– ti corresponds to the value obtained.

Grammars used by each function [45] are
the followings:

– Grammar 1 for functions F1 to F8.
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Fig. 5. GE methodology [41]

Fig. 6. 2-opt example, the first array contains a
permutation from 1 to 10, it was chosen two items to
interchange it into the second array

⟨start⟩ |= ⟨expr⟩
⟨expr⟩ |= (⟨expr⟩⟨op⟩⟨expr⟩) | ⟨pre⟩(⟨expr⟩) | ⟨var⟩
⟨var⟩ |= 1 | x

⟨pre⟩ |= exp | log | sin | cos

⟨op⟩ |= * | / | + | -

Grammar 1. Grammar for the functions F1 to F8

– Grammar 2 for functions F9 to F10.

– Grammar 3 for functions Keijzer1 to Keijzer5.

– Grammar 4 for function Keijzer6.

The parameters used in the classic GE,
Random Permutation GE, and current proposal
are shown in Table 3. Those parameters were
taken from [44], and the new parameter used
to apply the permutation heuristic was chosen
empirically. To conduct the comparison, 33
individual runs were executed for each function,
using the proposed approach, classical GE, and
Random Permutation GE.

Table 4. Ranking based on medians

Algorithm Ranking

3opt 2.28125

Rnd 3.03125

GA 3.53125

2opt 4.03125

5opt 4.03125

Inv 4.09375

⟨start⟩ |= ⟨expr⟩
⟨expr⟩ |= (⟨expr⟩⟨op⟩⟨expr⟩) | ⟨pre⟩(⟨expr⟩) | ⟨var⟩
⟨var⟩ |= 1 | x | y

⟨pre⟩ |= exp | log | sin | cos

⟨op⟩ |= * | / | + | -

Grammar 2. Grammar for the functions F9 to F10

⟨start⟩ |= ⟨expr⟩
⟨expr⟩ |= (⟨expr⟩⟨op⟩⟨expr⟩) | ⟨var⟩
⟨var⟩ |= 1 | x | y

⟨op⟩ |= * | / | + | -

Grammar 3. Grammar for the functions Keijzer
from 1 to 5

⟨start⟩ |= ⟨expr⟩
⟨expr⟩ |= (⟨expr⟩⟨op⟩⟨expr⟩) | ⟨pre⟩(⟨expr⟩) | ⟨var⟩
⟨pre⟩ |= exp | log | sin | cos

⟨var⟩ |= 1 | x⟨c⟩
⟨op⟩ |= + | - | * | /

⟨c⟩ |= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9

Grammar 4. Grammar for the function Keijze 6

The median of the results was used for
statistical comparison among the proposed
approach, GE, and Random Permutation GE.

The statistical test was performed using the
non-parametric Friedman test, which aimed to
establish if any implementation was capable of
outperforming the others.
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Fig. 7. Inversion example, the first array contains a
permutation from 1 to 10, it was chosen a range to invert
it into the second array

6 Results

Table 2 shows the median of the results of the 33
experiments for each instance. To discern between
the results, a non-parametric Friedman test was
performed. The value obtained was 11.99107143
with a p-value of 0.034910328.

With this p-value less than 0.1, it was possible
to make a post-hoc procedure to determine which
GE variant obtained the best results. The results of
the post-hoc test are shown in Table 4.

7 Conclusions

This paper introduced a methodology to intensify
the Grammatical Evolution solutions. The
intensification was based on the codon position
random permutation used previously, where it was
shown that a random permutation improves the
Grammatical Evolution results.

The permutation was guided by permutation
heuristics from the state-of-the-art, using a
k-opt and inversion heuristics that have been
applied to permutation problems. Symbolic
Regression Problems were used because they
are widely used in Grammatical Evolution and
Genetic Programming to analyze improvement
and performance.

The results obtained using the proposal
with a 3-opt heuristic are better than the
random permutation and the classic Grammatical
Evolution. Not all variations of the opt heuristic
gave good results, nor did the inversion heuristic.
The improvement of n generations was used as
a parameter to apply the permutation heuristics;
however, it is possible to identify a way to apply
it without being an extra parameter.
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Abstract. Recurrent Neural Networks have proven
to provide good results in time series prediction. In
this paper, an ensemble recurrent neural network, for
prediction is used. Euro/Mexican pesos and Euro/Dollar
series are utilized to develop a prediction model. The
design of this consists of an ensemble recurrent neural
network and the optimization of its structure is achieved
with the bird swarm algorithm and Particle Swarm
Optimization. The outputs of the networks are integrated
with type-1 and type-2 fuzzy systems. These fuzzy
systems are of the Mamdani type. The tests were
realized with the designed method and a good result
was obtained in the application to time series, as well
as a comparison of the two optimization algorithms
was made.

Keywords. Bird swarm algorithm, time series, recurrent
neural networks, optimization, prediction.

1 Introduction

In nature, we find situations and processes for
which there is no immediate explanation. A
particular case of this is swarming, in which many
simple individuals act in such a way that intelligent
behavior emerges.

Swarm intelligence is the branch of artificial
intelligence that seeks to study and simulate the
complex behaviors found in these swarms, such
as flocks of birds or ant colonies. In this case,
an algorithm based on the behavior of birds
was implemented, applying it to complex time
series prediction.

A time series can represent anything from
the prices of an item, unemployment rates, the
maximum daily temperature, and wind speed, to
the efforts and temperatures at various points of an
instrumented civil work, etc., since it is a sequence
of data arranged chronologically and are used
to study the causal relationship between various
variables that change over time.

In this work, we use recurrent neural networks
(RNNs) since these are one of the most used
models. For example, in voice recognition
systems or video analysis, or in natural language
processing, and these models are these models
capable of processing different types of sequences
(such as videos, conversations, text) and, unlike
neural or convolutional networks, this type of neural
network are capable of generating new sequences,
likes time series.

RNNs use the concept of recurrence: to
generate the output, which we will call activation
from now on. The network uses not only the
current input, but also the activation generated in
the previous iteration. In a nutshell, RNNs use a
certain type of “memory” to generate the desired
output [17].

Some models based on RNNs can be found
in finance [4], electronic commerce [5, 6], capital
markets [7, 8], macroeconomy [9, 10], health [11,
12], signal processing, meteorology [13, 14], voice
recognition [15] and traffic control [16].

When birds are fed with flocks of birds, we
can have more information and a good foraging
effectiveness and survival benefits.
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Table 1. Parameters of the BSA

Parameter Value
M1 100
pop 100

Dime 60

FQ1 9

Co1 0.5

Co2 0.5
a1 2
a2 2

Table 2. Parameters of the PSO

Parameters Value
P 100
I 100

C1 2

C2 2

C 0-0.9
W 0-0.9

Table 3. Parameters

Parameters
ERRN

Value
Min Max

NN1 1 5
NL1 1 3
NN1 1 30

Table 4. Euro/Mexican pesos time series results of
the optimization

No. NM NL Time PE
1 2 16, 16

18, 17
01:38:47 0.01806

2 2 10
15

01:40:41 0.01842

3 2 24, 22
16, 23

01:35:11 0.019807

4 2 25, 16
1, 6

01:40:41 0.01802

5 2 25, 17
15, 16

01:15:42 0.01827

6 2 6, 9
28, 4

01:45:35 0.019806

7 2 6, 9
28, 4

01:35:35 0.01827

8 1 17 01:42:17 0.01822
9 2 25

15
01:15:42 0.01835

10 2 6.9, 22
26, 2, 26

01:26:15 0.01807

If one bird finds food, others may feed from it
[19] While foraging, birds often unite due to the
Predation threat [20]. They constantly scan their
surroundings and raise their heads.

These behaviors, interpreted as vigilance
behavior [21], may be conducive to detecting
Predators [22]. Studies showed that birds would
randomly choose between foraging and keeping
vigilance [23]. Birds often give alarm calls when
they detect a Predator [24]. Thus, the whole group
would fly off together. Birds in the border of a
group have higher probability of being attacked by
Predators than those in the center.

Studies suggest that animals foraging in the
flock center may move to their neighbors to protect
themselves from being attacked [25]. The birds
move towards the center of the flock as they
perceive them. This motion, however, may be
affected by the interference induced by competing
bird swarms [26].

For this reason, the birds move toward the
center of the swarm. This work outlines the
formation of the ensemble recurrent neural network
(ERNN). This model is applied to time series
prediction [27, 32].

The architecture is optimized with the bird
swarm algorithm, (BSA) [29-32], and Particle
Swarm Optimization (PSO). The responses of
the ERNN modules are integrated with type-1
and type-2 fuzzy systems (IT2FS), [32-38]. The
optimization of the RNN consists finding the best
the number of hidden layer (NL), number of
neurons (NN) and the number of modules (NM).

We integrate responses in the ERNN, with
type-1 and Fuzzy System Type-2 (IT2FS) and in
this way we achieve Prediction. The Mamdani
fuzzy inference system (FIS) has five inputs (Pr1,
Pr2, Pr3, Pr4, and Pr5) and one output that is
called Prediction.

The number of inputs of the fuzzy system (FS)
is according to the outputs of ERNN and Mamdani
fuzzy FIS is created. This FIS five inputs, which are
Pr1, Pr2, Pr3, Pr4, and Pr5, have a from the range
from 0 to 1.4.

The output is called Prediction, the range
goes from 0 to 1.4 and is granulated into
two membership functions (MFs) “Low”, “High”
[50-53]. The main contribution of this work is the
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Fig. 1. General scheme

Fig. 2. Euro/Mexican pesos time series Fig. 3. Euro/Dollar time series

optimization of recurrent neural networks with the
BSA algorithm, and PSO applied to time series,
which represents a different way to optimize this
kind of neural networks.

This paper is consisting of 4 parts: In section
2, the problem to be solved and the solution with
the proposed method are mentioned, section 3
describes in the results obtained with the model
and section 5 offers the conclusions.

2 Proposed Method

In this section, a recurrent neural network
optimization model with the Bird Swarm algorithm
(BSA) is offered. We have historical data that
enters the ENN modules, and then responses from

the ENN are integrated with type-1 and IT2FS for
the Prediction of the time series.

In this case: Euro/Mexican pesos and
Euro/Dollar time series. Figure 1 shows a general
scheme of each of the steps of the method
postulated in this paper which is explained in more
detail below:

2.1 Parameters for BSA Applied to the RNN

Table 1 summarizes the parameters used for
the optimization of ERNN with the BSA, where
Dime is the number of dimensions used for
optimization, M1 is the iteration number, pop is
the bird population, FQ1 (FL) is the bird behavior
frequency, a1 and a2 are values related to the
vigilance behavior of the birds these effects are
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If (Pr1 is Pe1L) and (Pr2 is Pe2L) and (Pr3 is Pe3L) and (Pr is Pe4L) and (Pr5 is Pe5L) then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2H)
and (Pr3 is Pe3H) and (Pr4 is Pe4H) and (Pr5 is Pe5H) then (Pr is Hh) If (Pr1 is Pe1L) and (Pr2 is Pe2L) and (Pr3 is Pe3L) and (Pr4
is Pe4L) and (Pr5 is Pe5H) then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2H) and (Pr3 is Pe3H) and (Pr4 is Pe4H) and (Pr5 is Pe5L)
then (Pr is Hh) If (Pr1 is Pe1L) and (Pr2 is Pe2L) and (Pr3 is Pe3L) and (Pr4 is Pe4H) and (Pr5 is Pe5H) then (Pr is Lo) If (Pr1 is Pe1H)
and (Pr2 is Pe2H) and (Pr3 is Pe3H) and (Pr4 is Pe4L) and (Pr5 is Pe5L) then (Pr is Hh) If (Pr1 is Pe1L) and (Pr2 is Pe2L) and (Pr3 is
Pe3H) and (Pr4 is Pe4H) and (Pr5 is Pe5H) then (Pr is Hh) If (Pr1 is Pe1H) and (Pr2 is Pe2H) and (Pr3 is Pe3L) and (Pr4 is Pe4L) and
(Pr5 is Pe5L) then (Pr is Lo) If (Pr1 is Pe1L) and (Pr2 is Pe2H) and (Pr3 is Pe3H) and (Pr4 is Pe4H) and (Pr5 is Pe5H) then (Pr is Hh) If
(Pr1 is Pe1H) and (Pr2 is Pe2L) and (Pr3 is Pe3L) and (Pr4 is Pe4L) and (Pr5 is Pe5L) then (Pr is Lo) If (Pr1 is Pe1L) and (Pr2 is Pe2H)
and (Pr3 is Pe3L) and (Pr4 is Pe4H) and (Pr5 is Pe5L) then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2L) and (Pr3 is Pe3H) and (Pr4
is Pe4L) and (Pr5 is Pe5H) then (Pr is Hh) If (Pr1 is Pe1L) and (Pr2 is Pe2H) and (Pr3 is Pe3L) and (Pr4 is Pe4L) and (Pr5 is Pe5L)
then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2L) and (Pr3 is Pe3H) and (Pr4 is Pe4H) and (Pr5 is Pe5H) then (Pr is Hh) If (Pr1 is Pe1L)
and (Pr2 is Pe2L) and (Pr3 is Pe3H) and (Pr4 is Pe4L) and (Pr5 is Pe5L) then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2H) and (Pr3
is Pe3L) and (Pr4 is Pe4H) and (Pr5 is Pe5H) then (Pr is Hh) If (Pr1 is Pe1L) and (Pr2 is Pe2L) and (Pr3 is Pe3L) and (Pr4 is Pe4H)
and (Pr5 is Pe5L) then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2H) and (Pr3 is Pe3H) and (Pr4 is Pe4L) and (Pr5 is Pe5H) then (Pr is
Hh) If (P1 is Pe1L) and (Pr2 is Pe2L) and (Pr3 is Pe3H) and (Pr4 is Pe4H) and (Pr5 is Pe5L) then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2
is Pe2H) and (Pr3 is Pe3L) and (Pr4 is Pe4L) and (Pr5 is Pe5H) then (Pr is Hh) If (Pr1 is Pe1L) and (Pr2 is Pe2H) and (Pr3 is Pe3H)
and (Pr4 is Pe4L) and (Pr5 is Pe5L) then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2L) and (Pr3 is Pe3L) and (Pr4 is Pe4H) and (Pr5 is
Pe5H) then (Pr is Hh) If (Pr1 is Pe1L) and (Pr2 is Pe2L) and (Pr3 is Pe3H) and (Pr4 is Pe4H) and (Pr5 is Pe5L) then (Pr is Lo) If (Pr1
is Pe1H) and (Pr2 is Pe2H) and (Pr3 is Pe3L) and (Pr4 is Pe4L) and (Pr5 is P5eH) then (Pr is Hh) If (Pr1 is Pe1L) and (Pr2 is Pe2H)
and (Pr3 is Pe3H) and (Pr4 is Pe4L) and (Pr5 is Pe5H) then (Pr is Hh) If (Pr1 is Pe1H) and (Pr2 is Pe2L) and (Pr3 is Pe3L) and (Pr4
is Pe4H) and (Pr5 is Pe5H) then (Pr is Lo) If (Pr1 is Pe1L) and (Pr2 is Pe2H) and (Pr3 is Pe3L) and (Pr4 is Pe4H) and (Pr5 is Pe5L)
then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2L) and (Pr3 is Pe3H) and (Pr4 is Pe4L) and (Pr5 is Pe5H) then (Pr is Hh) If (Pr1 is Pe1L)
and (Pr2 is Pe2H) and (Pr3 is Pe3H) and (Pr4 is Pe4H) and (Pr5 is Pe5H) then (Pr is Lo) If (Pr1 is Pe1H) and (Pr2 is Pe2L) and (Pr3 is
Pe3L) and (Pr4 is Pe4H) and (Pr5 is Pe5H) then (Pr is Lo) If (Pr1 is Pe1L) and (Pr2 is Pe2H) and (Pr3 is Pe3L) and (Pr4 is Pe4H) and
(Pr5 is P5eH) then (Pr is Hh) If (Pr1 is Pe1H) and (Pr2 is Pe2L) and (Pr3 is Pe3H) and (Pr4 is Pe4L) and (Pr5 is Pe5L) then (Pr is Lo)

Fig. 4. IT2FS rules

Table 5. Results integration for the Euro/Mexican pesos

No. Type-1 Fuzzy Integrator

1 0.3026

2 0.1408

3 0.1384

4 0.1122

5 0.3175

6 0.3022

7 0.1408

8 0.1383

9 0.1383

10 0.3021

indirect and direct. co1 cognitive is the coefficient
and co2 is the accelerated social coefficient.
Table 2 illustrated the parameters used for the
optimization of ERNN with the PSO, where P is the
number of particles, I is the iteration number, the
cognitive component is C1, the Social Component

Fig. 5. IT2FS

is C2, Constriction coefficient of linear increase is
Cand Inertia weight with linear decrease is (W).

2.2 Parameters for PSO Applied to and RNN

The following equation is used to minimize
the prediction error, the objective function we
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Table 6. Results for the IT2FS for the
Euro/Mexican pesos

No. PE 0.3 PE 0.4 PE 0.5
1 0.2219 0.2210 0.2286
2 0.2263 0.2268 0.2274
3 0.2215 0.2236 0.2339
4 0.2212 0.2222 0.2228
5 0.2229 0.2339 0.2348
6 0.2222 0.2225 0.2231
7 0.2221 0.2229 0.2235
8 0.2261 0.2268 0.2371
9 0.2256 0.2268 0.2387
10 0.2268 0.2274 0.2389

Table 7. Euro/Dollar pesos time series results of
the optimization

No. NM NL Time PE

1 3
18
15
17

01:05:22 0.00042061

2 3
5, 18

15, 13
17, 18

01:19:33 0.00055028

3 4
17, 5, 7

12, 25, 13
20, 27, 22

01:28:04 0.00042102

4 2

10, 11
11, 12
15, 17
18, 16

01:45:20 0.0005802

5 3 18, 19, 17
13, 13.18

01:10:15 0.00050568

6 3
22, 19, 14
27, 17, 12
16, 17, 19

01:11:03 0.00051168

7 3
8, 22, 21

11, 23, 21
16, 6, 23

01:33:18 0.00052428

8 3
18, 19, 25
15, 22, 19
16, 11, 23

01:22:20 0.00528091

9 4
7, 7, 12
21, 2, 19

21, 13, 12
01:51:21 0.00505413

10 4

5, 27, 28
20, 20, 6

13, 12, 12
12, 26, 6

01:51:22 0.00042107

employed with the bird swarm algorithm and PSO:

ERMod =
1

d

d∑
i=1

|pdi − rdi|, (1)

PE =
1

T
(ERMod1 + ERMod2 + . . .+ ERModN ), (2)

where PE is Prediction Error, d the data number,
pd corresponds to the predicted data for each
of the 5 modules, rd represents the real data,
ERMod is the Module Prediction error, T represent
module number determined by the BSA and the
Predicion Error is the average prediction error
for the modules. Table 2 represents the search
space parameters.

2.3 Data Base

Fig. 2 presents the plot of the data Euro/Mexican
pesos [18], where we use 800 data that belong to
the time of 12/08/2017 to 31/12/2020. We apply
30% to test the RNN and 70% for the training of the
RNN. Fig. 3 exhibits the plot of the data Euro/Dollar
[18], where we use 800 data that belong to the time
12/08/2017 to 31/12/2020. We apply 30% to test
the RNN and 70% for the training of the RNN.

2.4 Description of the Architecture of Type-1
and IT2FS

The following equation shows how the Fuzzy
System is calculated:

y =

n∑
i=1di

m (di)

n∑
i=1

m (di)i

, (3)

where m corresponds MFs and represents the
input data.
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Table 8. Results of the integration for Euro/Dollar

No. Type-1 fuzzy integrator

1 0.1225

2 0.1228

3 0.1432

4 0.2223

5 0.225

6 0.2822

7 0.1736

8 0.3220

9 0.2217

10 0.2325

Table 9. Euro/Mexican pesos time series results of
the PSO

No Modules Layers Time P

1 3
16,18
20,22
15,17

01:07:17 0.01922

2 2 22,23
24.25 01:02:23 0.02202

3 3
24,24
23,21
19.20

01:05:11 0.01988

4 2 27,21
24,23 01:07:22 0.02107

5 4

27,15
20,21
25,24
23,22

01:07:25 0.01977

6 2 26,29
28,27 01:07:32 0.02106

7 3 6,9
28,4 01:35:35 0.01827

8 2 20,23
21,22 01:07:17 0.01738

9 2 25,23
21,22 01:07:12 0.01732

10 3
6,9,22
26,2,26
22,21,10

01:06:13

2.5 Type-2 Memberships Functions

Below are equations of type-2 fuzzy system
membership functions:

ũ(x) = [µ (x) , ũ (x)] = gausstype2(x, [σxm1,m2]), (4)

where “igaussstype2” stands for the Gaussian
generalized type-2 membership function with
uncertain mean:

mx =
m1 +m2

2
, (5)

px = gaussmf(x, [σxm1, m2]), (6)

=⇒ px = exp

[
1

2

(
x−mx

σx

)2
]
, (7)

px = gaussmf(x, [σx, mx]), (8)

ũ(x, µ) = gaussmf(µ, [σx, px]), (9)

=⇒ ũ(x,µ) = exp

[
1

2

(
x− px
σu

)2
]
, (10)

where px = is of the center of the function and σu

is the implication of the function. MF too high:

MFToohigh = e
−
1

2

(
x− 234

25.2

)2

, (11)

where px = 234 and σu = 25.2, where px = 234
and σu = 25.2. The fuzzy system that was used
has five inputs that are Pr1, Pr2, Pr3, Pr4, and
Pr5, and an output called Pr, where the parameters
have a range from 0 to 1.4 and the variables are
denominated “Low” and “High”, in Figure 5 as
present. The Figure 4 lists the rules used in the
type-1 and IT2FL.

The rules were obtained based on previous
work used in the fuzzy system [36]. The Figure 4
represents the rules employed in the fuzzy system.
The rules were formulated based on previous work
used in the fuzzy system where 32 rules were used
and they are all possible rules since we have 5
inputs and one output, and each input has two MFs
and the consequents are determined by trial and
error [36].
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Table 10. Results for the IT2FS for the Euro/Dollar

No. PE 0.3 PE 0.4 PE 0.5
1 0.3827 0.3849 0.3864
2 0.4162 0.4165 0.4168
3 0.4168 0.4236 0.4238
4 0.4229 0.4239 0.4249
5 0.4422 0.4436 0.4443
6 0.4987 0.4222 0.4229
7 0.4668 0.4544 0.4277
8 0.4492 0.4898 0.4899
9 0.4449 0.4453 0.4456

10 0.4966 0.4988 0.4994

Table 11. Results integration for the Euro/Mexican pesos
for PSO

No. Type-1 fuzzy integrator
1 0.3228
2 0.3417
3 0.3263
4 0.3123
5 0.3442
6 0.3227
7 0.3409
8 0.3386
9 0.3323

10 0.3122

Table 12. Results for the IT2FS for the Euro/Mexicans
pesos for PSO

No. PE 0.3 PE 0.4 PE 0.5
1 0.2330 0.2332 0.2377
2 0.2383 0.2385 0.2366
3 0.2318 0.2338 0.2380
4 0.2333 0.2346 0.2348
5 0.2388 0.2389 0.2391
6 0.2382 0.2385 0.2381
7 0.2371 0.2373 0.2376
8 0.2381 0.2384 0.2387
9 0.2390 0.2392 0.2396

10 0.2377 0.2379 0.2381

3 Results

In this section, the results of the experiments of the
presented model are outlined. In this case, the bird
algorithm and particle swarm optimization were
used for the optimization of the ERNN, and the
type-1 and IT2FS integration and 10 experiments
were carried out and the time series of the
Euro/Mexican pesos and Euro/Dollar pesos were
considered. Table 4 represents the Euro/Mexican
pesos time series results of the Optimization of
ERNN for 10 experiments, where 100 generations
and 100 population is used.

Table 5 shows the Euro/Mexican pesos
time series results of 10 type-1 fuzzy system
experiments. Table 6 represents the Euro/Mexican
pesos time series results of the IT2FLS for 10
experiments with different levels of uncertainty.

Table 7 represents Euro/Dollar time series
results of the Optimization of ERNN for 10
experiments, where 100 generations and 100
population is used. Table 8 shows the Euro/Dollar
time series results of 10 type-1 fuzzy system
experiments. Table 9 represents the Euro/Mexican
pesos time series results of the PSO of ERNN
10 experiments, where 100 particles and 100
iterations is used. Table 10 represents the
Euro/Dollar time series results of 10 IT2FS
experiments with different uncertainty levels.

Table 11 shows the Euro/Mexican pesos
time series results for 10 type-1 fuzzy system
experiments for PSO. Table 12 represents the
Euro/Mexican pesos time series results of the
IT2FLS 10 experiment for PSO with different levels
of uncertainty.

Table 13 shows the Euro/Dollar time series
results of 10 type-1 fuzzy system experiments for
PSO. Table 14 represents the Euro/Dollar time
series results of 10 IT2FS experiments for PSO
with different levels of uncertainty.

To compare the two optimization algorithms,
Bird Sarm Algorithm and Particle Swarm, for
Euro/Mexican pesos time series, the t statistical
test was used and we can conclude that there is
significant evidence between the optimization of
the NN with the BSA and PSO. In other words, it
can be said that the BSA algorithm is better.
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Table 13. Euro/Dollar pesos time series results of the
PSO

No. Mod. Layers Time P

1 2 15,17
15,16 01:08:35 0.00052058

2 2 17,15
15,15 01:08:33 0.00051022

3 3
16,15,15
13,15,16
15,17,12

01:08:31 0.00052323

4 3

21,20,19
22,18,20
21,20,18
20,22,22

01:08:27 0.00062023

5 2 15,18,19
16,15,17 01:08:26 0.00056032

6 4

21,20,19
22,18,20
21,20,18
20,22,22

01:09:03 0.00051168

7 3
21,22,
15,16
16,17

01:08:55 0.00053328

8 4 20,19
21,22 01:08:28 0.00628082

9 2

21,20
22,18
21,20
20,22

01:09:01 0.00605332

10 3
2,27

20,21
17,20

01:09:09 0.00661133

Table 14. Results of the integration for Euro/Dollar for
PSO

No. PE 0.3 PE 0.4 PE 0.5
1 0.4327 0.4449 0.4451
2 0.4522 0.4523 0.4528
3 0.4238 0.4242 0.4244
4 0.4266 0.4268 0.4270
5 0.4292 0.4298 0.4301
6 0.4287 0.4289 0.4290
7 0.4266 0.4268 0.4270
8 0.4292 0.4294 0.4296
9 0.4275 0.4277 0.4279

10 0.4223 0.4226 0.4229

Table 15. t-Statistical test for Euro/Mexican pesos

Algorithm N Mean Standard
Deviation Mean Error

BSA 29 0.018518 0.00635 0.00012

PSO 29 0.01955 0.00154 0.00029

Table 16. t-Statistical test for Euro/Dollar

Algorithm N Mean Standard
deviation Mean Error

BSA 29 0.00355 0.00927 0.0017

PSO 29 0.00261 0.00261 0.00049

The number of samples was 29, and a 95%
confidence interval was used. and produce a P
value of 0.002 and T value of -3.34 and Critical
Value of 0.0668. To compare the two optimization
algorithms of BSA and PSO for Euro/Dollar Peso
time series, t-statistic test was used and we can
conclude that there is no significant evidence
between the optimization of with the BSA and PSO
algorithm. In other words, it can be said that the
BSA algorithm and the PSO are equal since the
results are almost the same, the samples used
were 29 and a 95% confidence interval was used.

4 Conclusions

Recurrent neural networks are an excellent model
for time series data. In this paper we, so we
conclude that this type of network produces good
results, as well as the optimization of the structure
of this network, and then the fuzzy integration of
the network responses to test this method was
used Euro/Dollar and Euro/Mexican pesos time
series. When performing statistical tests, we had
the goal finding out it both algorithms are good at
solving time series problems.

In the Euro/Mexican time series the BSA
algorithm was better and for the Euro/Dollar time
series, both were goodComparisons were made
with the two optimization algorithms Bird Swarm
Algorithm and Particle Swarm, for Euro/Mexican
pesos time series, the statistical t test was used
and we can conclude that there is significant
evidence between the optimization with the BSA
and PSO.
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Fig. 6. Box plot for Euro/Mexican pesos time series Fig. 7. Graph of values for Euro/Mexican pesos time series

Fig. 8. Graph of values for Euro/Dollar time series Fig. 9. Graph of values for Euro/Mexican pesos time series

In other words, it can be said that the BSA
algorithm is better, and for Euro/Dollar Peso
time series, the t-statistic test was also used
and we can conclude that there is no significant
evidence between the optimization with the BSA
algorithm and PSO. In other words, it can be
said that the BSA algorithm and the PSO are
the same. As future work, we plan to consider
other similar metaheuristics (instead of BSA and
PSO), like in [53-57], and also undertake other
application areas [58-61].
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Abstract. Metaheuristics has a very important role today 
in solving optimization problems; the vast majority of 
these methods are based on principles that imitate 
natural processes to achieve their results. The objective 
of this research is the analysis of the adaptability and 
stability of two bio-inspired methods, proposing a 
comparison between two optimization algorithms to 
evaluate and compare the performance and 
effectiveness of the algorithms in different optimization 
problems, the first, inspired by the social behavior of 
gorillas, which is called Artificial Gorilla Troops Optimizer 
(GTO), which is mathematically formulated to achieve 
exploration and exploitation in a given search space. The 
second algorithm is the one nature-inspired by imitating 
fractal behavior, known as Stochastic Fractal Search 
(SFS), where each of the particles moves stochastically 
until the objective function is found. By comparing both 
methods using benchmark functions, in this case 
CEC'2017 functions and performing the corresponding 
statistical analysis, we can conclude that with the GTO 
method, we obtained better results, since they are closer 
to the global optimum of the functions in comparison. 
with the SFS algorithm. 

Keywords. Bio-inspired algorithms, fuzzy logic, 
optimization, CEC'2017 benchmark functions. 

1 Introduction 

Bio-inspired algorithms are those methods that try 
to imitate the behavior of the natural evolution of 
species in the search for mates and food. These 
forms of behavior are adapted to provide solutions 
to real problems in different algorithms. 

Among the widely recognized methods are 
evolutionary algorithms, such as genetic 
algorithms, which are based on the evolution of 
species. This method has been considered to 
solve an endless number of optimization problems 

as described by the following authors [1, 2, 3, 4, 5, 
6, 7]. Its versatility is evident in different contexts, 
such as in the development of computational 
algorithms capable of solving various problems in 
different fields, including pattern recognition, 
among others. 

In the soft computing area, they are used to 
adjust membership functions in fuzzy controllers 
which help improve the performance of said 
systems. Bio-inspired optimization algorithms are 
characterized by being adaptive and non-
deterministic, of which we find different 
applications today, for example, the design of 
communications antennas, and military tactics in 
airplanes [8, 9]. 

There is a wide variety of bio-inspired 
algorithms used for optimization, we will start by 
mentioning the Firefly Algorithm (FA) algorithm 
which is based on the inspiration of the behavior of 
flickering fireflies where each of the fireflies emits 
light or glow to find a partner and food. 

This method is governed by 3 main rules and is 
widely used in the area of soft computing, in the 
following cases[10, 11, 12, 13, 14]. It describes 
how fireflies generate different values of possible 
solutions, for the optimization of fuzzy controllers 
that manage the behavior of an autonomous robot, 
in the area of artificial neural networks we can also 
find the use of bio-inspired algorithms as described 
in [15, 16, 17, 18, 19, 20], in addition to the 
mentioned methods, currently there are a wide 
variety of bio-inspired algorithms for optimization, 
the choice of them will depend on the problem to 
be solved, here we cite some[21, 22, 23, 24, 25]. 

The main objective of this research lies in 
evaluating and contrasting the performance of two 
algorithms, the bio-inspired Artificial Gorilla Troops 
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Optimizer (GTO) [26] and nature-inspired 
Stochastic Fractal Search (SFS) [27] using 
mathematical functions CEC 2017 [28]. 

The aim is to determine its efficiency, 
adaptability, stability, and effectiveness in various 
optimization problems. This comparison between 
algorithms intends to identify which of them is most 
effective in solving specific problems. 

By analyzing their performance in specific 
cases, the aim is to discover the strengths and 
weaknesses of each algorithm, which would allow 
them to be adjusted and improve their applicability 
in more complex or specialized problems. 

This comparative evaluation also contributes to 
a better understanding of algorithm approaches 
and their applicability in different problem domains. 
It is motivated by the search for the optimal solution 
in specific problems, as well as the dynamic 
adaptation capacity of the method, through the 
application of fuzzy logic to various variables to find 
the best solution. 

The adaptability analysis was carried out by 
applying a fuzzy system, which made it possible to 
dynamically adjust key variables in each method 
and observe their behavior in the optimization of 
mathematical functions, particularly those of 
CEC 2017. 

Fuzzy logic offers a mathematical framework 
which models non-linear functions, transforming 
inputs into outputs based on approximate 
reasoning. In this context, it was used to 
dynamically adjust the parameters of the 

compared methods, selecting said variables based 
on the design of the method and the needs posed 
by the problem in question. 

This article is distributed as follows: Section 2 
provides a review of the literature on nature-
inspired metaheuristic algorithms used in this 
comparison and fuzzy logic. Section 3 describes 
the development of the comparison using fuzzy 
logic applied to CEC 2017 mathematical functions. 

Section 4 observes the results obtained by the 
algorithms, showing the performance in tables and 
graphs. Section 5 deals with the discussion where 
the different points of view are presented according 
to the results obtained and Section 6 describes the 
conclusions and future work. 

2 Literature Review 

In this section, the bio-inspired approaches used in 
the research are detailed, along with the context 
related to fuzzy logic. 

2.1 Artificial Gorilla Troops Optimizer 
(Algorithm 1) 

Artificial Gorilla Troops Optimizer (GTO) [29] 
utilizes gorilla social behavior to enhance practical 
task performance.  

It operates on a gorilla squad, where a primary 
model train specialized models for diverse tasks. 
These models benefit from knowledge transfer, 
expediting learning and enhancing outcomes. 

The GTO method has demonstrated 
effectiveness in areas like natural language 
processing and computer vision, particularly in 
related responsibilities of varying complexity. 
Transferring knowledge from complex to specific 
tasks can enhance overall system performance. 

However, it is crucial to note that GTO 
implementation may vary based on context and 
tasks, necessitating adjustments according to 
specific requirements and data [26, 30].  

The exploratory phase initiates when a gorilla 
migrates, considering: 

• When migrates to an unknown location. 

• When migrates to a known location. 

• Moving towards other gorillas. 

 

Fig. 1. Fractal particles movement 
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The parameter P determines the migration 
mechanism to an unknown location. The initial 
mechanism activates when Rand < P. 
Contrariwise, if Rand ≥ 0.5, the movement shifts 
towards other gorillas. If Rand < 0.5, migration to a 
known location is favored. Eq. (1) summaries these 
three mechanisms of the exploratory phase: 

���� � 1�
� 	 �
� � �� �  �� � � ���� � ���� � �� � ����� �  � � ���� � 0.5� ��� �  � � �  ���� � ������!, � �# �  ���� � ������!$ ���� � �  (1) 

where, ���� � 1� denotes the individual next 
iteration candidate position vector at time (t), and ���� represents the current position vector. The 
values ��, �%, �#and rand are random and range 
from 0 to 1, updated in each iteration. 

The parameter p requires a predefined value 
before optimization, ranging from 0 to 1, 
determining the probability of selecting the 
migration mechanism to an unknown location. UB 
and LB indicate the upper and lower variable limits, 
respectively. ��  is randomly chosen from the gorilla 
population, while ��� represents one of the 
candidate position vectors randomly selected, 
encompassing updated positions in each phase. 

Finally, H is computed using equations (2), (4), 
and (5): 

C � F ∗ )1 � ItMaxIt/, (2) 

0 � cos�2 �  �5� � 1, (3) 

L �  C � l. (4) 

In (2), � represents the current iteration value, 8�9:� stands for the total number of iterations for 
optimization, and F is determined by (3), wherein 
the cosine function cos and random values �5 
between 0 and 1 are employed, updating each 
iteration.  

As per (2), initial optimization stages generate 
values with wide-ranging abrupt changes, which 
progressively narrow down towards the end. 

In (4) computes , with ; being a random value 
ranging from -1 to 1, simulating the leadership role 
of the silverback gorilla. While the silverback gorilla 
may initially lack experience in making optimal 
decisions for food and group control, it gains 
stability and expertise over time. 

The alterations in values are generated by (2) 
and (4). Additionally, in (1) calculates H using (5), 
and this, Z is determined through (6), where Z 
represents a random value within the problem is 
dimensions, ranging from -C to C: 

 

Fig. 2. Graphic description of the optimization process 
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� � < � ����, (5) 

< � =��, �>. (6) 

In the exploitation phase of the method, two 
behaviors are employed: "Following the silverback" 
and "Competition for adult females." 

The silverback gorilla leads the troop, makes 
decisions, leads movements and guides the 
gorillas to food sources, being responsible for the 
safety and well-being of the group. 

All members adhere to its decisions. 
Nonetheless, the silverback gorilla can weaken, 
age, and eventually die, allowing the blackback of 
the group to assume leadership or other male 
gorillas to confront and dominate the silverback. 

The decision between "Follow the Silverback" 
and "Competition for adult females" is made by the 
C value in (2). If C ≥ W, "Follow the silverback" is 
chosen; Otherwise, if C < W, "Competition for adult 
females" is chosen. W is a parameter established 
before the optimization process. 

 

Fig. 3. GTO Triangular fuzzy inference system 

 

Fig. 4. GTO Gaussian fuzzy Inference system 

 

Fig. 5. SFS Triangular fuzzy inference system 
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2.1.1 Following the Silverback 

With the newly formed group, the silverback gorilla 
is young and in good health, like the other males in 
the group that faithfully follow him. 

They all obey the silverback's orders to go to 
various areas in search of food sources. 
Additionally, members can influence the 
movement of the group. This approach is chosen 
when � ≥  ?. Eq. (7) is used to replicate 
this behavior: 

���� + 1� =  × 8 × ����� − ��siverback� + ����, (7) 

8 = @AB �����C
DE� AFG

HI, (8) 

J = 2K. (9) 

In (7), ���� represents the position vector of the 
gorilla, while X silverback is the position vector of 
the silverback gorilla. Furthermore, L is calculated 
using (4) and M using (8) where ������ shows the 
vector position of each candidate gorilla at 
iteration �. L denotes the total number of gorillas. J is also estimated using (9), and where  is also 
calculated using (4). 

2.2 Stochastic Fractal Search (SFS) 
(Algorithm 2) 

Fractals are formed by particles that move 
randomly, joining together to form a uniform 
pattern, each of the particles is added until they 
form a figure, the SFS has two important 
processes with which the method governs. The 
first process consists of particles diffusing near 
their position to comply with the intensification 
property, to find the global optimum and to avoid 
the local minimum. 

This process is known as diffusion. The next 
consists of updating the position of a particle based 
on the position of the other particles in the group, 
the best particle produced is considered and the 
others will be discarded, this process also leads us 
to the diversification and Gaussian distribution for 
the random walk of particles and their growth in 
the diffusion process. The equations used in 
each of the aforementioned processes are 
explained below: 

Table 1. CEC 2017 functions 

No Function FI 

Unimodal Functions 

1 Shifted and Rotated Bent Cigar Function 100 

2 
Shifted and Rotated Sum of Different 
Power Function 

200 

3 Shifted and Rotated Zakharov Function 300 

Simple Multimodal Functions 

4 Shifted and Rotated Rosenbrock's Function 400 

5 Shifted and Rotated Rastrigin's Function 500 

6 
Shifted and Rotated Expanded 
Scaffer's Function 

600 

7 
Shifted and Rotated Lunacek 
Bi_RastriginFunction 

700 

8 
Shifted and Rotated Non-Continuous 
Rastrigin's Function 

800 

9 Shifted and Rotated Levy Function 900 

10 Shifted and Rotated Schwefel's Function 1000 

Hybrid functions 

11 Hybrid Function 1 (N = 3) 1100 

12 Hybrid Function 2 (N = 3) 1200 

13 Hybrid Function 3 (N = 3) 1300 

14 Hybrid Function 4 (N = 4) 1400 

15 Hybrid Function 5 (N = 4) 1500 

16 Hybrid Function 6 (N = 4) 1600 

17 Hybrid Function 6 (N = 5) 1700 

18 Hybrid Function 6 (N = 5) 1800 

19 Hybrid Function 6 (N = 5) 1900 

20 Hybrid Function 6 (N = 6) 2000 

Composition Functions 

21 Composition Function 1 (N = 3) 2100 

22 Composition Function 2 (N = 3) 2200 

23 Composition Function 3 (N = 4) 2300 

24 Composition Function 4 (N = 4) 2400 

25 Composition Function 5 (N = 5) 2500 

26 Composition Function 6 (N = 3) 2600 

27 Composition Function 7 (N = 6) 2700 

28 Composition Function 8 (N = 3) 2800 

29 Composition Function 9 (N = 3) 2900 

30 Composition Function 10 (N = 3) 3000 
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M = � + � ∗ �
M − ��. (10) 

The particle population P is randomly 
generated based on the problem constraints after 
setting the lower (LB) and the upper (UB) limits, 
where � is a random number in the range [0,1]. 

The diffusion process (exploitation in fractal 
search) is expressed as follows: 

�?� = Gaussian�NOP, Q� +  � ∗ �M − R´,∗ MD!, (11) 

�?% = Gaussian �NP, Q�, (12) 

where �, R ´represent random numbers in the range 
[0,1], �Mis the best position of the point, �-th point 
in the group is represented by MDand Gaussians a 
function that generates a random number from the 
normal distribution with a mean N parameter and a 
standard deviation parameter Q: 

Q = TUV FF ×MD −  �M| (13) 

Table 2. GTO Triangular membership function 

Triangular Membership Function 

Function F1 F2 F3 F4 F5 

Best 2.01×104 7.02×1015 8.90×103 4.77×102 6.55×102 

Worst 7.36×106 7.08×1026 3.01×104 6.01×102 8.23×102 

Average 9.56×105 3.91×1025 1.88×104 5.27×102 7.74×102 

STD 1.50×106 1.49×1026 5.18×103 2.99×101 4.66×101 

Function F6 F7 F8 F9 F10 

Best 6.34×102 9.54×102 9.03×102 3.63×103 4.35×103 

Worst 6.66×102 1.35×103 1.03×103 5.87×103 9.28×103 

Average 6.56×102 1.19×103 9.76×102 5.09×103 6.12×103 

STD 8.59×100 1.02×102 3.05×101 5.16×102 1.37×103 

Function F11 F12 F13 F14 F15 

Best 1.17×103 1.13×105 4.05×103 1.82×103 1.83×103 

Worst 1.38×103 6.47×106 1.64×105 5.04×104 3.82×104 

Average 1.25×103 2.24×106 2.49×104 1.16×104 1.16×104 

STD 4.68×101 1.33×106 3.27×104 1.27×104 9.89×103 

Function F16 F7 F18 F19 F20 

Best 1.92×103 1.89×103 3.15×104 2.03×103 2.31×103 

Worst 3.52×103 2.93×103 3.15×106 1.88×104 3.20×103 

Average 2.79×103 2.38×103 2.04×105 6.76×103 2.72×103 

STD 3.76×102 2.89×102 2.57×105 5.16×103 2.15×102 

Function F21 F22 F23 F24 F25 

Best 2.22×103 2.31×103 2.80×103 2.92×103 2.89×103 

Worst 2.54×103 9.76×103 3.15×103 3.47×103 2.95×103 

Average 2.44×103 4.07×103 2.91×103 3.07×103 2.92×103 

STD 5.76×101 2.62×103 8.17×101 1.24×102 1.57×101 

Function F26 F27 F28 F29 F30 

Best 3.21×103 3.24×103 3.21×103 2.81×103 9.09×103 

Worst 8.31×103 3.71×103 3.33×103 5.96×103 7.05×105 

Average 6.14×103 3.39×103 3.28×103 6.42×103 5.59×104 

STD 1.45×103 1.14×102 2.82×101 4.46×102 1.24×105 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 861–875
doi: 10.13053/CyS-28-2-5028

Marylu L. Lagunes, Ivette Miramontes, Oscar Castillo, et al.866

ISSN 2007-9737



 

where log J / J tends to a zero value as the 
generation number g increases. The update 
process (fractal search exploration) is: 

Pa[ =  rank�P[ �N , (14) 

where N is the number of particles in the group and M�D is the estimated probability value for a particle 
whose rank among the others is given by the 
“rank” function. 

The particles are classified according to their 
fitness value and then a probability value is given 
to each particle i: 

MD̀ �a� = Mb�a� − � ∗ �Mc �a� − MD�a�$, (15) 

where the augmented component is represented 
by MD̀ �a� , and Mb , Mcare different points randomly 

chosen from the group. MD̀   replacementsMD  if it has 
a better fitness value: 

MD̀ =  MD −  � ∗ �Mb − �M�R´� 0.5  , (16) 

Table 3. GTO Gaussian membership function 

Gaussian Membership Function 

Function F1 F2 F3 F4 F5 

Best 3.75×104 2.43×1015 8.72×103 4.75×102 6.18×102 

Worst 6.36×106 3.22×1028 3.54×104 6.35×102 8.21×102 

Average 1.20×106 1.14×1027 1.92×104 5.22×102 7.42×102 

STD 1.45×106 5.87×1027 7.08×103 3.09×101 5.65×101 

Function F6 F7 F8 F9 F10 

Best 1.06×103 9.19×102 3.03×103 4.73×103 1.06×103 

Worst 1.37×103 1.03×103 5.78×103 8.20×103 1.37×103 

Average 1.22×103 9.80×102 5.12×103 6.45×103 1.22×103 

STD 8.85×101 3.16×101 5.51×102 8.67×102 8.85×101 

Function F11 F12 F13 F14 F15 

Best 1.18×103 2.10×105 3.74×103 1.65×103 2.02×103 

Worst 1.40×103 6.99×106 4.46×106 3.62×104 3.12×104 

Average 1.26×103 1.91×106 1.93×105 9.51×103 8.03×103 

STD 4.85×101 1.61×106 8.14×105 9.76×103 6.59×103 

Function F16 F7 F18 F19 F20 

Best 2.32×103 1.82×103 2.72×104 2.08×103 2.35×103 

Worst 3.80×103 2.84×103 1.02×106 2.03×104 3.25×103 

Average 2.98×103 2.37×103 1.68×105 7.09×103 2.63×103 

STD 3.76×102 2.74×102 1.87×105 4.63×103 2.13×102 

Function F21 F22 F23 F24 F25 

Best 2.41×103 2.30×103 2.79×103 2.93×103 2.89×103 

Worst 2.56×103 1.02×104 3.08×103 4.06×103 2.96×103 

Average 2.46×103 4.97×103 2.90×103 3.10×103 2.92×103 

STD 4.37×101 2.99×103 7.31×101 2.11×102 1.94×101 

Function F26 F27 F28 F29 F30 

Best 2.93×103 3.21×103 3.24×103 3.78×103 8.02×103 

Worst 8.17×103 3.77×103 3.37×103 5.13×103 2.43×107 

Average 5.76×103 3.35×103 3.29×103 4.42×103 8.60×105 

STD 1.45×103 1.17×102 2.77×101 3.50×102 4.43×106 
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MD̀ =  MD −  � ∗  Mb − Mc!otherwise. (17) 

At the end of the first update process, the 
second one begins by ranking all the resulting 
points once more based on Eqs. (16) and (17). 

As before, if  M�D is less than a random number 
�, the current point, MD is modified by using the 
previous equations, where the 9and y indices must 
be different. Of course, the new pointMD̀  is replaced 
by MD if it is better than MD. 

2.3 Fuzzy Logic 

Fuzzy logic developed by Lotfi Zadeh [31] is a type 
of mathematical logic that allows for handling 
ambiguous or imprecise concepts. Unlike classical 
logic, which assumes that an object or a 
proposition is true or false in an exclusive manner, 
fuzzy logic allows us to represent the degree of 
membership or veracity of an object in a fuzzy set. 
In fuzzy logic, truth values can be any number 

Table 4. SFS Gaussian membership function 

Gaussian Membership Function 

Function F1 F2 F3 F4 F5 

Best 4.97×104 2.63×1036 5.77×104 4.87×102 7.60×102 

Worst 3.70×105 3.87×1040 6.17×104 6.56×102 8.46×102 

Average 1.58×105 2.07×1039 5.54×104 5.56×102 7.84×102 

STD 7.35×104 7.57×1039 8.70×103 4.23×101 2.91×101 

Function F6 F7 F8 F9 F10 

Best 6.00×102 9.96×102 1.02×103 9.47×102 1.07×104 

Worst 6.01×102 1.03×103 1.11×103 1.15×103 1.18×104 

Average 6.01×102 1.06×103 1.08×103 1.10×103 1.12×104 

STD 2.05×10-1 2.58×101 3.09×101 1.24×102 5.78×102 

Function F11 F12 F13 F14 F15 

Best 1.32×103 2.12×106 2.26×103 1.93×103 3.88×103 

Worst 1.42×103 9.29×106 1.00×105 2.00×103 9.75×103 

Average 1.36×103 3.77×106 2.19×104 1.91×103 4.64×103 

STD 2.97×101 1.50×106 1.93×104 1.04×102 1.39×103 

Function F16 F7 F18 F19 F20 

Best 3.07×103 2.91×103 2.57×104 3.46×103 2.77×103 

Worst 4.01×103 3.42×103 1.26×105 1.56×104 3.03×103 

Average 3.65×103 3.15×103 5.32×104 6.00×103 3.15×103 

STD 3.02×102 2.20×102 2.20×104 2.49×103 2.23×102 

Function F21 F22 F23 F24 F25 

Best 2.54×103 2.31×103 1.32×104 3.09×103 3.03×103 

Worst 2.58×103 1.32×104 3.05×103 3.22×103 3.11×103 

Average 2.57×103 1.12×104 3.00×103 3.17×103 3.06×103 

STD 2.95×101 4.16×103 3.22×101 3.78×101 2.19×101 

Function F26 F27 F28 F29 F30 

Best 5.82×103 3.36×103 3.32×103 3.60×103 2.93×106 

Worst 7.01×103 3.38×103 3.29×103 4.42×103 5.08×106 

Average 6.39×103 3.43×103 3.35×103 4.18×103 3.95×106 

STD 3.65×102 3.85×101 2.92×101 2.42×102 7.45×105 
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between 0 and 1, meaning that an object can have 
a degree of partial membership in a set rather than 
simply being true or false. 

This allows modelling and representing 
situations in which uncertainty, imprecision or 
subjectivity are present. Fuzzy logic has been 
successfully applied in various fields such as 
artificial intelligence, system control, decision-
making, pattern recognition and engineering, 
among others. Its applications are based on the 
ability to handle and reason with incomplete or 
uncertain information as described by the following 
authors.[32, 33, 34, 35]. 

A fuzzy inference system is a system that uses 
fuzzy logic to perform reasoning and decision-
making based on uncertainty and imprecision of 
data. A fuzzy inference system consists of three 
main components: 

1 The fuzzy knowledge base: it is where the 
rules that relate the input variables to the 
output variables are defined.  

2 These rules are formulated in linguistic terms 
and are based on expert knowledge of 
the domain. 

3 The fuzzy inference engine: it is responsible for 
combining the rules of the knowledge base and 
calculating the output in fuzzy terms. It uses 
different inference methods, such as the 
Mamdani method or the maximum method. 

4 The fuzzy database: contains the input 
information necessary for the system to make 
inferences. The input variables are 
represented by fuzzy sets, which assign a 
degree of membership to each possible value. 

The fuzzy inference system can be used in 
various fields, such as engineering, medicine, 
robotics, and control systems, among others. Its 
ability to handle imprecision and uncertainty makes 

it especially useful when available data is 
incomplete or ambiguous.[36, 37]. 

3 Comparison Analysis with Dynamic 
Parameter Adjustment in the Bio-
Inspired Methods 

The CEC 2017 mathematical functions are sets of 
known problems, which are used to evaluate 
optimization algorithms. These functions provide a 
common framework for comparing the 
performance of different algorithms [38, 39]. 

Table 1 shows the mathematical functions of 
the CEC 2017, which are classified as unimodal, 
multimodal, hybrid and composite functions. The 
number of functions is 30, each of which has a 
different global value. 

These values are what the algorithms that 
undergo this type of testing must find since they 
are the way to evaluate the behavior and 
effectiveness of the methods. Next, the dynamic 
parameter adaptation process used to optimize the 
membership functions of the fuzzy systems used 
is described. 

In the first instance, it begins with the analysis 
of the problem, in this case, it corresponds to 
dynamically adapting the values of the parameters 
of the membership functions to improve the 
performance of the method in the search for the 
global optimum for each mathematical function. 

Afterwards, the construction of the fuzzy 
system continues, for which the optimization 
method is explored to know the variables to which 
said adjustment is applied. Once found, they are 
used as outputs of the fuzzy system, and the 
iteration is used at the input, so that, in each 
iteration (each time this occurs in the method), the 
dynamic adaptation to the chosen variables would 
be performed. 

Figure 4 shows the fuzzy system used for the 
dynamic parameters adaptation in the GTO 
method. For this first case study, triangular 
membership functions are used to analyze its 
operation. Figure 5 shows the fuzzy system used 
for dynamic parameter adaptation also 
implemented in the GTO method. 

In this second case study, Gaussian 
membership functions are used. It should be noted 

Table 5. Parameters used in Z-test for GTO VS SFS 

Parameter of Z-test for GTO vs SFS 

Critical Value (Zc) 1.64 

Confidence interval 95% 

H0 µ1≥µ2 

Ha (Claim) µ1<µ2 

Alpha 0.05 
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that both fuzzy systems use the iterations as input 
and adjust the parameters of � and h, as outputs. 

Figure 6 shows the fuzzy system used for the 
dynamic parameters adaptation also implemented 
in the SFS method, using the iteration as input and 
the diffusion parameter as output. For this case 
study, triangular membership functions are used. 
The fuzzy rules are listed as follows: 

1 If iteration is Low then � is High and i is 
MediumLow. 

2 If iteration is MediumLow then � is Medium and i is Medium 

3 If iteration is Medium then p is MediumLow and i is MediumHigh. 

4 If iteration is MediumHigh then p is Low and w 
is High. 

5 If iteration is High then p is Low and w is High. 

To execute the methods, the following 
architecture was used: In the GTO alpha 0.1 
algorithm, delta 0.1, agents 50, Iterations 500, 
dimensions 50 and for SFS agents 50, Iterations 
500, dimensions 50. 

4 Results 

Table 2 presents the results derived from the use 
of a fuzzy system with triangular membership 
functions. This system was developed to improve 
the search for the global optimum in the CEC 2017 
functions. 

The first column describes the metrics used to 
analyze the results. It starts with the function 
evaluated, followed by the best result obtained for 
that function about the number of experiments 
established. 

Subsequently, the worst result obtained under 
the same number of experiments is presented. 
Likewise, the average is offered as a measure of 
central tendency that indicates the center of the 
results within the statistical distribution. 

Finally, the standard deviation is shown, which 
indicates the dispersion of the data in relation to 
the mean. In particular, in the functions f4, f5, f6, f7 
and f8, the values obtained were very close to the 
corresponding optima of those function. 

Table 3 presents the results obtained by using 
the fuzzy system, this time developed with 
Gaussian membership functions. This variation 
was carried out to determine which of the systems 
offers better performance when searching for the 
values of mathematical functions. 

The structure and content of the table are 
similar to those of Table 2, which details the 
metrics used to analyze the results, including the 
function evaluated, the best and worst result, the 
average and the standard deviation, giving the best 
results in the functions f4, f5, f6 and f8 approaching 
the global optimum. 

This approach of employing Gaussian 
membership functions represents an additional 

Table 6. Z-test results 

 Calculated z Evidence 

1 3,931 not significan 

2 -1,498 not significan 

3 -17,677 significan 

4 -3,555 significan 

5 -3.62 significan 

6 46,611 not significan 

7 9,507 not significan 

8 -12,393 significan 

9 38,986 not significan 

10 -24,968 significan 

11 -9,631 significan 

12 -4.63 significan 

13 1,151 not significan 

14 4,265 not significan 

15 2,757 not significan 

16 -7,609 significan 

17 -12,158 significan 

18 3,339 not significan 

19 1,136 not significan 

20 -9,236 significan 

21 -11,427 significan 

22 -6,661 significan 

23 -6,857 significan 

24 -1,789 significan 

25 -26.21 significan 

26 -2,308 significan 

27 -3,557 significan 

28 -8,165 significan 

29 3,089 not significan 

30 -3,768 significan 
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exploration to determine the effectiveness of the 
fuzzy system in optimizing mathematical functions. 
The results of the SFS method with dynamic 
parameter adaptation are detailed in Table 4. 

This table shows the values corresponding to 
the best result obtained, the worst result, the 
average, and the standard deviation, presented in 
a format similar to the previous tables, to provide a 
complete view of the performance of the method. 

Statistical test. 

The Z parametric test is used to perform the 
statistical analysis, to compare the results obtained 
throughout the experimentation. Mathematically, 
the statistical test is expressed as: 

< =  ��j� − �j%� − �N� − N%�
klHmnH + lmmnm

, 
(18) 

were, 9̅� − 9̅% it represents the difference between 
the sample means, and N� − N% denotes the 
difference between the population means: 

Q�%�� + Q% %�% . (19) 

Represents the sum of the population standard 
deviations, and ���,  �%� represents the sample 
size. In the experiments carried out with the 
mathematical functions of CEC2017, where Type-
1 fuzzy systems are used for the adaptation of 
dynamic parameters, the following hypotheses 
are established: 

– Null hypothesis (Ho): The results provided by 
the GTO using dynamic parameter tuning with 
Gaussian membership functions are greater 
than or equal to those of the SFS method using 
dynamic parameter adaptation with Gaussian 
membership functions. 

– Alternative hypothesis (Ha): The results 
provided by the GTO using dynamic parameter 
adjustment with Gaussian membership 
functions are lower than those obtained by the 
SFS method using dynamic parameter 
adaptation with Trapezoidal membership 
functions. Table 5 presents the statistical 
parameters used for this analysis: 

The results of the Z test applied to the thirty 
CEC2017 functions are shown in Table 3. Columns 
2 and 3 show the results of the GTO using 
Gaussian membership functions and their 
standard deviation, while columns 4 and 5 present 
the results of the SFS using Gaussian 
membership functions. 

Column 6 describes the results of the Z test, 
and column 7 indicates whether there is (Y) or not 
(NS) significant evidence to reject the 
null hypothesis. It can be seen that in 19 of the 30 
functions, there is evidence that supports the claim 
that the GTO method dynamic adjustment with 
Gaussian membership functions provides better 
results, therefore it can be said that the GTO 
method is capable of adapting to obtain the 
optimum of each function demonstrating its 
effectiveness when adjusted with Type-1 
fuzzy logic. 

In Table 6 you can see column 1 where the 
benchmark functions are shown, column 2 
corresponds to the Z calculated which refers to the 
value obtained when performing a hypothesis test, 
this is used to evaluate statements about the mean 
of a population when the standard deviation 
is known. 

The "critical z" is the critical value of the p 
statistic that is used in hypothesis testing to 
establish a boundary between the rejection region 
and the non-rejection region, to all functions p = −1.64. In hypothesis testing, the "calculated z" 
is usually compared to the "critical z" to make 
decisions about whether or not to reject the 
null hypothesis. 

5 Discussion 

The purpose of this study is to compare the 
adaptive capacity of the GTO and SFS methods to 
identify global optima in the CEC 2017 functions. 
Type-1 fuzzy logic was used for dynamically 
adapting the parameters of the membership 
functions, seeking to improve the performance of 
both methods. 

The mathematical functions evaluated have 
varying degrees of complexity, resulting in different 
global optima. This diversity challenges the 
methods and demonstrates their performance and 
effectiveness in solving complex problems. 
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After meticulously analyzing each method, 
variables that required dynamic adjustments were 
identified. Fuzzy logic, widely used in solving 
optimization problems with bio-inspired algorithms, 
was crucial to determine which method was best 
suited and offered the best results. 

When observing the results in Tables 2 and 3, 
it is noted that the results obtained by the GTO 
method, using triangular membership functions, 
and the fuzzy system using Gaussian functions, 
showed significant similarities.  

This suggests that the difference between both 
systems was minimal, demonstrating a similar 
adaptability of the dynamically adjusted method in 
each iteration, which supports its effectiveness in 
performance with dynamic parameter adjustment. 

Performing dynamic parameter adaptation with 
Type-1 fuzzy logic has been essential to improve 
the approximation of the methods to the optimal 
values of the functions, despite its complexity. 
However, the SFS algorithm, as detailed in Table 
4, faced more difficulties in reaching the 
optimal values. 

Their results were found to be further from the 
real values, indicating that their adaptability with 
dynamic parameter adaptation was not as effective 
as in the case of the GTO method. 

6 Conclusions and Future Work 

In this article, a comprehensive case study was 
conducted that compared two bioinspired methods 
to analyze their performance and adaptability. 
Benchmark mathematical functions from CEC 
2017 were used as evaluation tools, which present 
different levels of complexity and, therefore, 
different global optima. 

The results obtained were highly positive. The 
GTO method, which uses a fuzzy system with 
Gaussian membership functions and triangular 
membership functions, showed significant 
improvements in functions 4, 5, 6, 7 and 8, as 
detailed in tables 3 and 4. On the other hand, the 
FSF method demonstrated good results in 
functions 4, 5, 6, 7 and 9, as seen in Table 5. 

The results obtained reflect the effectiveness of 
both methods to find the optimum in some of the 
evaluated functions. This comparative analysis 
provides a clear view of the relative performance of 

the algorithms in different contexts and lays the 
foundation for future research and improvements 
in the optimization of specific functions. 

The evaluation of the FSF and GTO methods 
was carried out using Type-1 fuzzy logic, to adjust 
the parameters of the membership functions used 
in the fuzzy controller, this optimization was carried 
out to know the behavior of the methods when 
searching for the global of each function, where 
satisfactory results were obtained, although they 
can be improved using other intelligent computing 
techniques such as type 2 fuzzy logic, like in 
[40-42].Type-2 fuzzy logic will help us have a better 
insertion threshold and find better results. 

It is intended to use different membership 
functions, in addition to adding more inputs to fuzzy 
systems to improve their performance, such 
as diversity. 

Some type of hybridization between the 
methods can also be carried out since both have 
proven to be efficient for specific optimizations. In 
order to carry out some type of hybridization, it will 
be necessary to thoroughly analyze each part of 
the algorithms, especially those parameters that 
help their convergence and performance. 
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Abstract. Vision problems are common in patients with 
diabetes mellitus (DM) because they may suffer from 
diabetic retinopathy (DR). Because the symptoms of this 
condition are not easy to detect without the intervention 
of an expert technician, the use of convolutional neural 
networks (CNN) has been implemented to speed up the 
process of analyzing retina images. Due to the good 
results of this technology, efforts have been made to 
combine it with other technologies. In this paper, we 
present the use of an intelligent hybrid system that uses 
CNNs and Fuzzy Logic with the aim of improving the 
accuracy obtained. The implementation of fuzzy logic to 
adjust the hyperparameters of the network allowed us to 
obtain a mean of 0.9526 with a standard deviation of 
0.008521158 in the binary case study, while in the 
multiclass case study we obtained a mean of 0.7299 and 
a standard deviation of 0.015614013, offering better 
results when fuzzy logic is combined compared to 
when not. 

Keywords. Convolutional neural network, fuzzy logic, 
image pre-processing. 

1 Introduction 

Individuals afflicted with diabetes mellitus (DM), 
irrespective of whether it manifests as type 1 or 
type 2, face a significantly elevated likelihood of 
developing diabetic retinopathy (DR) [1-2]. Those 
grappling with this condition may experience visual 
impairments or, in severe cases, complete 
blindness [3-4]. A prognostic study indicates that 
within a mere decade, the prevalence of this 
ailment is anticipated to double compared to 
patient counts from a decade prior [5]. 

Consequently, the incidence of vision 
impairment is poised to witness a twofold increase. 
Several factors contribute to the expeditious 
proliferation of DR cases [6-7]. The foremost factor 

is the onset age of this condition, which has been 
documented in DM patients as young as 20 years 
old [8]. 

Another critical concern in the context of DR is 
the dearth of expert technicians that are adept at 
diagnosing the ailment [9-10]. In response to this 
challenge, diverse computer technologies have 
been harnessed to facilitate prompt detection and 
informed medical decision-making for patients. 

Researchers have leveraged advanced tools 
like deep learning, particularly neural networks, to 
expedite the detection process not only for DR but 
also for other diseases, concurrently diminishing 
the margin of error [11-14]. 

Techniques such as convolutional neural 
networks (CNNs) and deep learning 
methodologies have proven highly efficacious in 
DR detection, with optimal outcomes realized 
through their application [15-17]. Many 
researchers have expedited their work by utilizing 
pre-trained CNNs, yet bespoke architectures 
tailored to specific issues have exhibited enhanced 
detection accuracy, incorporating techniques such 
as optimization algorithms and fuzzy logic [18]. 

This study commenced by meticulously 
selecting the foundational CNN model and the 
most appropriate pre-processing technique for the 
designated database. Exhaustive research 
ensured the identification of the pre-processing 
method that exhibited superior performance in 
prior studies. 

Similarly, the base CNN model was chosen 
based on the favorable outcomes discerned in the 
research. The subsequent phase involved the 
integration of a fuzzy inference system to optimize 
the layers of the CNN architecture for DR 
detection. Despite the prevalent use of fuzzy logic 
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in other studies for classifying diverse databases, 
its application in the detection and classification of 
DR remains relatively unexplored. 

Section 2 of this paper elucidates the related 
work conducted by various authors. Section 3 
provides comprehensive explanations of 
fundamental concepts, complemented by 
illustrative examples, to enhance comprehension 
of this study. 

Section 4 delineates and expounds upon the 
methods employed in this research. Section 5 
presents the results gleaned from the conducted 
experiments, and finally, Section 6 articulates the 
conclusions derived from the study. 

2 Related Work 

Increasing the precision of neural networks either 
for classification or prediction has been a priority 
for experts in recent years [19-20], due to this many 
works have been written with different 
implementations or own methods that seek the 
same objective. 

In the work of [21] we sought to modify the 
depth of the network, size and number of 
convolutional filters and number of neurons in the 
hidden layers. In this work it was concluded that, 
depending on the data set used, the number of 
filters used in the convolution layer can be 
increased or decreased, so increasing the number 
of filters will not necessarily improve the results. 

Do not forget that a convolutional neural 
network contains the same hidden layers as a 
traditional neural network. The work of the author 
[22] shows us the different behaviors that 

modifying the number of neurons in each of the 
hidden layers can result in an increase of precision. 

To carry out the modifications to the 
hyperparameters of the CNNs, the use of 
optimization algorithms has been implemented 
that allow experts to speed up the process, one of 
them being the genetic algorithm. Thanks to this 
technology, prior work can be carried out with the 
APTOS 2019 [23] database. Using this algorithm, 
a CNN model was created that improves the 
accuracy of diabetic retinopathy classification. 

3 Basic Concepts 

In the previous section, some terms were 
mentioned that may not be familiar to those who do 
not work with the use of intelligent hybrid systems. 
So, for a complete understanding of this work, this 
section will present the information necessary to 
understand the work in its entirety. 

3.1 Artificial Neural Networks 

One of the most widely employed machine learning 
tools for disease detection is the supervised 
artificial neural network. This specific neural 
network variant enables expert technicians to train 
the network using a labeled database [24]. 

When utilizing images in the learning phase, it 
becomes imperative to specify pertinent 
information for accurate future classification. This 
underscores the necessity for the supervision of an 
expert technician in the realm of image topics. 

However, there exists a type of neural network 
capable of performing this task with convolutional 
filters: convolutional neural networks [25]. The 
design of a convolutional neural network model 
closely resembles that of a feed-forward neural 
network, with the differentiating factor becoming 
evident after the input stage [26]. 

3.1.1. Convolutional Layer 

It is the initial layer in the CNN architecture, 
facilitates the recognition of key characteristics 
within the input images [27]. 

Consequently, the network eliminates the 
requirement for an expert technician to apply 
preprocessing methods to the images. To achieve 

Table 1. Multiple image distribution of APTOS 2019 

Distribution Name Number of images 

Retina without DR 1805 

No proliferative mild 370 

No proliferative moderate 999 

No proliferative severe 193 

Proliferative 295 

Retina with any proliferative 
stage of DR 

1857 

Computación y Sistemas, Vol. 28, No. 2, 2024, pp. 877–888
doi: 10.13053/CyS-28-2-5029

Rodrigo Cordero-Martínez, Daniela Sánchez, Patricia Melin878

ISSN 2007-9737



this, the convolutional layer necessitates a kernel 
to derive a new matrix. 

3.1.2. ReLU Function 

The Rectified Linear Unit Function (ReLU) plays a 
crucial role in Convolutional Neural Networks 
(CNNs). Activation functions are essential after 
each individual neuron, and one of the widely 
utilized functions for CNNs is the ReLU 
function [28].  

ReLU permits the activation of every positive 
number, thereby reducing the time required 
for experimentation. 

3.1.3. MaxPooling Layer 

The activation function serves to expedite the 
training time, although the image size remains 
constant, and not all pixels carry equal 
significance. To address this, a pooling method is 
employed, with the MaxPooling method being one 
of the most prevalent in the domain of 
convolutional neural networks [29]. 

3.2 Fuzzy Logic 

Fuzzy logic is a logic that allows you to reach 
“reasoned” conclusions based on ambiguous or 
imprecise information [30]. One of the great 
contributions of this logic is that it allows us to 
model situations or behaviors that are vague in 
themselves, that is, it adapts better to reality than 
classic logic, where there are only two values to 
decide [31]. 

Human reasoning does not react in a classical 
logic manner, but on the contrary, evaluates the 
environment and based on the weights of each of 
the variables decides, so fuzzy logic is more 
suitable to try to emulate such mental 
behavior [32]. 

It has been used for the development of a 
countless number of applications of all kinds such 
as medicine and bioinformatics [33]. The primary 
emphasis of this study lies in hybrid systems, 
signifying the necessity of incorporating two or 
more distinct techniques to formulate the 
proposed method. 

The utilization of both CNN and fuzzy logic has 
been a recurrent theme in previous works, with a 
noticeable increase in its prevalence over the 
years [34]. The amalgamation of convolutional 
neural networks and fuzzy logic typically involves 
the incorporation of optimization algorithms, such 
as genetic algorithms or particle swarm 
optimization, aimed at optimizing the parameters 
associated with each technology [35]. 

4 Proposed Methods 

In this section, we will consider each of the 
concepts explained in the previous section. First, 
the architectures of the CNN models from a 
previous work to which the proposed method will 

 

Fig. 1. Graphical representation of FIS 

Table 2. Ranges of the new filters number 

Convolutional Layer Number Range 

1 [16-32] 

2 [32-64] 

3 [64-128] 

4 [128-256] 

5 [256-512] 

Table 3. Ranges of the new neurons number 

Fully Connected Layer Number Range 

1 (Binary Study Case) [64 - 128] 

2 (Binary Study Case) [128 - 256] 

3 (Binary Study Case) [256 - 512] 

1 (Multiclass Study Case) [64 - 512] 
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be applied will be detailed. Afterwards, the data 
from the APTOS 2019 database, characteristics 
and the two distributions necessary for the case 
studies of this work will be presented. 

Then the explanation of the preprocessing 
applied to the database will be gone into detail. 
And finally, the creation and implementation of a 
fuzzy inference system that will allow us to modify 
the number of filters and neurons in the networks. 

4.1 Neural Network Models 

There are two CNN models obtained on previous 
work [36]. The first model, focused on binary study 
case, has an input size of 256x256x3 (width, 
height, and depth) and 5 convolutional layers, 
some on them have MaxPooling layer after it, but 
not all. Also, the model has 3 fully connected layers 
with different number of neurons. 

Finally, the model has a Sigmoid activation 
function because it is for a binary study case. The 
second model, focused on multiclass study case, 
has the same input size and 5 convolutional layers 
with different values on its hyperparameters 
(MaxPooling size dropout if applies). Also, the 

model has 1 fully connected layer. Finally, the 
model has a Softmax activation function because 
it is for multiclass study case. 

4.2 APTOS 2019 Database 

This DR database has 3662 labeled images can be 
used for training and validation [37]. The database 
has 5 different classes that represent the damage 
caused by the disease that are used for multiclass 
study case [38], but 4 classes can be combined to 
obtain just 2 total classes for binary study case: 
healthy retina images and retina with diabetic 
retinopathy images [39]. 

The database has images with different kind of 
noise and no image has the same size. In Table 1, 
the distribution of the images for this work can 
be observed. 

4.3 Preprocessing Method 

This approach involves removing interfering pixels 
from the background and completely isolating the 
retina in the image. To achieve this goal, it is 
essential to transform color images to grayscale. 

Table 4. Fuzzy rules 

Fuzzy Rule Number Fuzzy Rule 

1 If (accuracy is very_bad) and (old_filters is very_few) then (new_filters is a_lot) 

2 If (accuracy is bad) and (old_filters is very_few) then (new_filters is many) 

3 If (accuracy is good) and (old_filters is very_few) then (new_filters is few) 

4 If (accuracy is excellent) and (old_filters is very_few) then (new_filters is very_few) 

5 If (accuracy is very_bad) and (old_filters is few) then (new_filters is a_lot) 

6 If (accuracy is bad) and (old_filters is few) then (new_filters is many) 

7 If (accuracy is good) and (old_filters is few) then (new_filters is very_few) 

8 If (accuracy is excellent) and (old_filters is few) then (new_filters is few) 

9 If (accuracy is very_bad) and (old_filters is many) then (new_filters is very_few) 

10 If (accuracy is bad) and (old_filters is many) then (new_filters is few) 

11 If (accuracy is good) and (old_filters is many) then (new_filters is a_lot) 

12 If (accuracy is excellent) and (old_filters is many) then (new_filters is many) 

13 If (accuracy is very_bad) and (old_filters is a_lot) then (new_filters is very_few) 

14 If (accuracy is bad) and (old_filters is a_lot) then (new_filters is few) 

15 If (accuracy is good) and (old_filters is a_lot) then (new_filters is many) 

16 If (accuracy is excellent) and (old_filters is a_lot) then (new_filters is a_lot) 
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By using a grayscale representation, conversion to 
a binary image becomes feasible. The process of 
converting the grayscale image to binary involves 
the selection of each pixel to refine the image. 

The amount of luminosity present in the pixel 
must exceed a defined threshold to avoid 
considering it as noise and instead take advantage 
of it for precise retinal extraction. With the resulting 
binary image, the next step consists of locating and 
identifying the retina. 

Thanks to the binary image, this task is 
simplified since it only involves identifying the most 
prominent shape. Once the retina has been 
detected, its position is extracted and used to 
isolate the retina from the original images. 

Finally, black pixels are inserted as necessary 
to achieve an image with uniform dimensions in 
width and height. This method has yielded 
favorable results compared to other preprocessing 
techniques [40]. 

4.4 Fuzzy Inference System Description 

To start, both APTOS 2019 study cases require a 
Mamdani Type-1 fuzzy inference system (FIS). All 
membership functions are trapezoidal functions. 

The FIS comprises two inputs: the accuracy 
achieved with the current quantity of filters or 
neurons, and the second input pertains to the 
current quantity of filters or neurons. 

The FIS yields a single output, which signifies 
the number of filters for the convolutional layer or 
neurons for the fully connected layer. Each input 
and output have 4 membership functions. The 
graphical representation of the FIS is depicted in 
Fig. 1. The accuracy value is normalized within the 
range of 0 to 1. 

The quantity of filters or neurons is contingent 
upon the convolutional layer number or fully 
connected layer, with specified ranges detailed in 
Table 2 and Table 3 respectively. 

The chosen Defuzzification Method is Centroid. 
In the context of these experiments, the FIS 
incorporates 16 fuzzy if-then rules obtained by trial 
and error, which are outlined in Table 4. A 
graphical representation of the proposed method 
can be observed on Fig. 2. 

Equations of the FIS can be observed on Eq. 1-
8 where Eq. 1-4 are for the input of accuracy and 
Eq. 5-8 are for the input and output of the number 
of filters or neurons. 

 

Fig. 2. Graphical representation of the proposed method 
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μvery_bad�x� =

⎩⎪
⎪⎨
⎪⎪
⎧ 0,� − �−0.2�

−0.1 − �−0.2� ,
1,

� ≤ −0.2−0.2 ≤ � ≤ −0.1−0.1 ≤ � ≤ 0.7
0.8 − �

0.8 − 0.7 , 0.7 ≤ � ≤ 0.8
0,  0.8 ≤ �

, (1) 

�bad��� =
⎩⎪
⎨
⎪⎧

0, � ≤ 0.65
���.��

�.����.�� , 0.65 ≤ � ≤ 0.72
1, 0.72 ≤ � ≤ 0.83

�. ��
�. ��.!" , 0.83 ≤ � ≤ 0.9

0, 0.9 ≤ �
, (2) 

�good��� =

⎩⎪
⎪⎨
⎪⎪
⎧ 0, � ≤ 0.8� − 0.8

0.85 − 0.8 , 0.8 ≤ � ≤ 0.85
1, 0.85 ≤ � ≤ 0.951 − �

1 − 0.95 , 0.9 ≤ � ≤ 1
0, 1 ≤ �

, (3) 

�excellent��� =

⎩⎪
⎪⎨
⎪⎪
⎧ 0, � ≤ 0.9� − 0.9

0.96 − 0.9 , 0.9 ≤ � ≤ 0.96
1, 0.96 ≤ � ≤ 1.0421.375 − �

1.375 − 1.042 , 1.042 ≤ � ≤ 1.375
0, 1.375 ≤ �

, (4) 

�very_few��� =

⎩⎪
⎪⎨
⎪⎪
⎧ 0, � ≤ −0.375� − �−0.375�

−0.04 − �−0.375� , −0.375 ≤ � ≤ −0.04
1, −0.04 ≤ � ≤ 0.10.4 − �

0.4 − 0.1 , 0.1 ≤ � ≤ 0.4
0, 0.4 ≤ �

 (5) 

�few��� =

⎩⎪
⎪⎨
⎪⎪
⎧ 0, � ≤ −0.005� − �−0.005�

0.3 − �−0.005� , −0.005 ≤ � ≤ 0.3
1, 0.3 ≤ � ≤ 0.40.7 − �

0.7 − 0.4 , 0.4 ≤ � ≤ 0.7
0, 0.7 ≤ �

 (6) 

�many��� =

⎩⎪
⎪⎨
⎪⎪
⎧ 0, � ≤ 0.3� − 0.3

0.6 − 0.3 , 0.3 ≤ � ≤ 0.6
1, 0.6 ≤ � ≤ 0.71 − �

1 − 0.7 , 0.7 ≤ � ≤ 1
0, 1 ≤ �

 (7) 

μa_lot�x� =

⎩⎪
⎪⎨
⎪⎪
⎧ 0, � ≤ 0.6� − 0.6

0.9 − 0.6 , 0.6 ≤ � ≤ 0.9
1, 0.9 ≤ � ≤ 1.0151.315 − �

1.315 − 1.015 , 1.015 ≤ � ≤ 1.315
0, 1.315 ≤ �

 (8) 

5 Experimental Results 

In this section, we are going to bring together each 
of the concepts and methods proposed for 
distributed experimentation in two study cases: 
binary and multiclass. 

5.1 Experiments for APTOS 2019 Binary Study 
Case 

Two experiments were conducted; the initial one 
involved employing the CNN model derived 
through the hierarchical genetic algorithm as 
documented in prior research [41]. The second 
experiment utilized the CNN model acquired 
through the previously explained FIS. 

Each experiment was iterated 30 times, 
maintaining consistent hyperparameters: 10 
epochs, utilization of the APTOS 2019 database, 
and the Adam optimizer algorithm. 

In the first experiment, the mean accuracy 
recorded was 0.9021, accompanied by a standard 
deviation of 0.108434797. Conversely, for the 
second experiment, the mean accuracy achieved 
was 0.9526, with a standard deviation of 
0.008521158. Detailed results for each iteration 
are presented in Table 5. 

5.1.1. Box Plot for Binary Study Case 

One box plot was made to observe the comparison 
of the values. Box plot for the binary study case 
can be observed on Fig. 3. 

5.1.2. Hypothesis Testing for Binary 
Study Case 

Based on the results observed in Table 5, the 
hypothesis testing will be between mean accuracy 
and standard deviation obtained by the first 
experiment and the second one. The experiment of 
this present work got a higher mean accuracy, so, 
our statement is that the experiment with the CNN 
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model obtained by the fuzzy system inference 
offers a bigger mean accuracy than the offered by 
the experiment with the CNN model obtained by 
the hierarchical genetic algorithm for binary study 
case. Using an Alpha value of 0.05, the critical 

value obtained must be more than 1.96 to reject 
the null hypothesis. The score of the statistic test is 
2.5240, meaning that the null hypothesis is 
rejected and there is enough evidence to support 
the claim. 

Table 5. Results for binary study case experimentation 

Experiment 
Number 

Genetic Algorithm 
Accuracy 

Fuzzy Logic 
Accuracy 

Experiment 
Number 

Genetic Algorithm 
Accuracy 

Fuzzy Logic 
Accuracy 

1 0.938608468 0.934515715 16 0.927694380 0.960436583 

2 0.929058671 0.956343770 17 0.889495254 0.938608468 

3 0.911323309 0.960436583 18 0.931787193 0.954979539 

4 0.507503390 0.952251017 19 0.950886786 0.949522495 

5 0.920873106 0.956343770 20 0.960436583 0.956343770 

6 0.930422902 0.961800814 21 0.953615308 0.952251017 

7 0.939972699 0.961800814 22 0.897680759 0.972714841 

8 0.937244177 0.942701221 23 0.931787193 0.949522495 

9 0.924965918 0.957708061 24 0.904502034 0.954979539 

10 0.938608468 0.956343770 25 0.934515715 0.935879946 

11 0.937244177 0.960436583 26 0.916780353 0.950886786 

12 0.937244177 0.960436583 27 0.929058671 0.946793973 

13 0.939972699 0.952251017 28 0.934515715 0.945429742 

14 0.946793973 0.952251017 29 0.507503390 0.954979539 

15 0.930422902 0.939972699 30 0.933151424 0.948158264 

Table 6. Results for multiclass study case experimentation 

Experiment 
Number 

Genetic Algorithm 
Accuracy 

Fuzzy Logic 
Accuracy 

Experiment 
Number 

Genetic Algorithm 
Accuracy 

Fuzzy Logic 
Accuracy 

1 0.728512943 0.717598915 16 0.688949525 0.740791261 

2 0.706684828 0.738062739 17 0.703956366 0.720327437 

3 0.714870393 0.733969986 18 0.731241465 0.736698508 

4 0.712141871 0.712141871 19 0.710777640 0.744884014 

5 0.710777640 0.731241465 20 0.703956366 0.727148712 

6 0.714870393 0.733969986 21 0.735334218 0.713506162 

7 0.727148712 0.723055959 22 0.728512943 0.720327437 

8 0.736698508 0.743519783 23 0.739427030 0.731241465 

9 0.740791261 0.739427030 24 0.739427030 0.729877234 

10 0.750341058 0.729877234 25 0.718963146 0.725784421 

11 0.724420190 0.742155552 26 0.690313756 0.727148712 

12 0.725784421 0.710777640 27 0.712141871 0.727148712 

13 0.727148712 0.724420190 28 0.706684828 0.721691668 

14 0.688949525 0.725784421 29 0.720327437 0.735334218 

15 0.716234624 0.736698508 30 0.717598915 0.753069580 
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5.2 Experiments for APTOS 2019 Multiclass 
Study 

In the same way as previous experimentation, two 
experiments were conducted; the first one involved 
employing the CNN model obtained through the 
hierarchical genetic algorithm [42] and the second 
experiment utilized the CNN model acquired 
through the FIS. Each experiment was iterated 30 
times, maintaining consistent hyperparameters: 10 
epochs, utilization of the APTOS 2019 database, 
and the Adam optimizer algorithm. 

In the first experiment, the mean accuracy 
recorded was 0.7191, accompanied by a standard 
deviation of 0.010199619. Conversely, for the 
second experiment, the mean accuracy achieved 
was 0.7299, with a standard deviation of 
0.015614013. Detailed results for each iteration 
are presented in Table 6. 

5.2.1. Box Plot for Multiclass Study Case 

In the same way as the previous experiment, one 
box plot was made to observe the comparison of 
the values. Box plot for the multiclass study case 
can be observed on Fig. 4. 

5.1.2. Hypothesis Testing for Multiclass 
Study Case 

Based on the results observed in Table 6, the 
hypothesis testing will be between mean accuracy 
and standard deviation obtained by the first 
experiment and the second one. 

The experiment of this present work got a 
higher mean accuracy, so, our statement is that the 
experiment with the CNN model obtained by the 
fuzzy system inference offers a bigger mean 
accuracy than the offered by the experiment with 
the CNN model obtained by the hierarchical 
genetic algorithm for multiclass study case. 

Using an Alpha value of 0.05, the critical value 
obtained must be more than 1.96 to reject the null 
hypothesis. The score of the statistic test is 3.1786, 
meaning that the null hypothesis is rejected and 
there is enough evidence to support the claim. 

6 Conclusions 

In this study, the focus was on employing a 
Mamdani Type 1 fuzzy inference system to 
determine the filter numbers based on the previous 
filter values and the obtained accuracy. Before 
implementing the proposed method, the mean 
accuracy and standard deviation of the base CNN 
model were calculated for comparative analysis. 
Subsequently, the proposed method was 
integrated into a pre-existing CNN model. 

After the generation of the new CNN model, the 
FIS was used iteratively to refine the CNN model, 
obtaining the best CNN model, mean precision, 
and standard deviation. There is room for 
improvement in the construction of the FIS such as 
the number of variables, rules and membership 
functions, so as future work the current work can 
be taken and implemented the respective 
improvements and seek a higher average 
precision with a reduced standard deviation. 

Finally, APTOS 2019 serves as a valuable 
database in addressing real-world problems, yet it 
is not the exclusive dataset where the proposed 

 

Fig. 3. Box plot for binary study case 

 

Fig. 4. Box plot for multiclass study case 
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method could find application. As future work, we 
plan to consider different metaheuristics for 
optimizing the method, as in [43-48]. Also, elevate 
the use of fuzzy logic to type-2, like it is done in 
several recent works [49-54]. 
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Abstract. Water resource management is an
important issue that involves several factors such as
economics, social, politician, among others, for its
adequate administration. Water can be classified
according to its usage purposes since it is used
for human consumption, industrial usage, agriculture,
etc. Thus, correct strategies to manage this vital
liquid are essential to effectively use it. This
paper studies water management from a mathematical
optimization approach by considering factors and
constraints that may suit real-world conditions. The
proposed mathematical model is based on the classical
transportation problem, which is well-known in the
literature. We perform an empirical evaluation of the
proposed model using off-the-shelf optimization software
over a set of proposed instances, and the results show
the feasibility of the proposal. Finally, we discuss the
faced challenges in the research and possible future
research directions that may help the management of
water resources from a computational approach.

Keywords. Water stress, water management
optimization, transportation problem,
mathematical optimization.

1 Introduction

Water, a vital element for the sustenance of
living organisms, faces relentless exploitation due
to the current demands and circumstances of
humanity. The imperative needs of various
economic sectors drive the excessive use of this
indispensable resource.

According to [18], global water consumption
has been on the rise at approximately 1% annually

over the past four decades, and this trend is
anticipated to continue until 2050. Despite the
inherent renewability of water, its consumption
extends beyond human needs, encompassing
commercial, industrial, agricultural, livestock, and
energy production activities, causing the depletion
of water sources, surpassing natural renewal by
the hydrological cycle and causing water stress [3].

Efficient water resource management faces
numerous limitations and uncertainties, making
decision-making very challenging. For example,
water is extracted from different sources such as
basins, rivers, lakes, etc., and its processing varies
depending on the sector in which it is going to
be used, so in the end, you have different types
of water. That is, the water used for human
consumption has different characteristics than that
used for irrigation or industry.

Furthermore, the volume of water to be used
must be adapted based on the different demands
linked to each specific sector (i.e., agricultural,
industrial, etc.), population density, geographical
conditions, and climate change [16, 26], not
to mention that all these aspects require a lot
of bureaucracy, which further complicates the
management of water resources. The study
of the problem of water management using
computational tools has been going on for years,
for example, the estimation of hydrogeological
parameters [7, 9] to establish environmental
policies, studies on saltwater intrusion into coastal
aquifers by using evolutionary algorithms [1, 2],
pollution management in hydrographic basins [24],
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and optimal water allocation for crops and
irrigation [15], are topics of interest in the
computational world.

In addition, alternative methodologies involving
the modeling of water management issues using a
spectrum of tools have arisen. For instance, in [10]
was developed a dynamic model leveraging the
expertise of various domain experts, facilitating the
selection of optimal water management activities to
mitigate water shortages.

In [19] was introduced a hydrological and
system dynamics model specifically designed to
analyze five distinct scenarios about industrial,
agricultural, and domestic water use. [27]
contributed to the field by enhancing the Water
Resources Ecological Footprint, with a particular
emphasis on regional distinctions.

In a different vein, in [29] was introduced
a stochastic multi-criteria decision-making
framework for Water Resource Management,
explicitly considering the challenges posed by
uncertainty. In [28] was presented a synthesis
of key concepts and categories related to urban
drought, elucidating strategies to enhance public
awareness, promote flexibility, optimize water
management efficiency, ensure reliable and
integrated urban water supply, invest in scientific
research and strengthen international cooperation.

In [23], was addressed Water Resource
Management, specifically targeting irrigation
systems through the application of algorithms to
calculate limits. In the domain of agricultural water
management, in [20] was proposed a generalized
spatial fuzzy strategic planning approach,
incorporating multi-criteria decision-making.

A strong trend is the optimal design of
water distribution systems, whether to improve
distribution strategies, pipe rehabilitation, water
quality, avoid leaks, optimize the operation
of pumps, and also the occurrence of water
contamination [13]. Also, parallel evolutionary
algorithms have been proposed for similar
approaches to optimizing the network design for
water distribution.

However, efforts have focused on finding the
best system design (at a local level) that maximizes
the robustness of the network and at the same
time is cost-effective, but the problem of water

management is not addressed in a broad context,
for example, the challenge of balancing water
consumption to promote the replenishment of
water resource sources.

Furthermore, if the restrictions mentioned in
the previous paragraph (i.e. different supply and
demand sources, different types of water, and other
restrictions) are added, the problem becomes more
difficult to solve. Motivated by the lack of such
studies in the literature, we address the challenge
of Water Resource Management, where multiple
types of source water resources are involved.
Besides, other constraints that may suit real-life
conditions are considered.

To propose a computational solution, it is
necessary to mathematically model the problem.
In the state of the art, different approaches could
be used to model the problem. However, given
that the problem in its simplest form consists
of taking water from supply points to demand
points, we consider that an approach based
on the transportation problem could be a good
choice. The Transportation Problem is traditionally
linked to the operations research literature [6],
which can be seen as the simplification of the
objective of minimizing the costs of the carrier that
moves certain cargo from one or more origins to
their corresponding destinations to satisfy demand.

In this work, we propose a mathematical
model as an extension of the transportation
problem, where a bipartite graph is established
that considers supply nodes, demand nodes, and
an associated cost of water transportation. The
aim is to minimize the cost of transportation,
but our approach does not end there, since as
mentioned above, different factors complicate the
efficient management of water resources; these
factors must be considered in our model to propose
solutions that are more in line with reality. It is
for these reasons that we also incorporate different
restrictions that prevent excessive water use. This
is of vital importance since it would allow the
natural renewal of water resource sources.

All these factors make the problem
computationally more interesting. Detailed
information on restrictions is set out in Section 3.
To test the proposal, we designed and coded a
generator of feasible instances that were solved
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Fig. 1. Example scenario: |V | = 6, |U | = 4, |K| = 2 and
|C| = 3

using the proposed mathematical model; however,
due to approached restrictions, there are limits in
the size of the instances that can be generated in
feasible computational time.

It is important to note that the objective of the
work is to show a mathematical model that allows
the management of water resources considering
restrictions attached to reality, so the application
of metaheuristic approaches is outside the scope
of this work. However, in Section 5, we establish
the necessary guidelines to address the problem
through metaheuristic optimization, which is why
we frame it as future work.

To the best of our knowledge, there is no
approach similar to the one proposed in the
literature, so the results reported in the present
work provide valuable knowledge to experts in
the field of computational sciences and water
resources management. Providing an approach
that helps make informed decisions based on data.

The rest of the paper is organized as
follows: Section 2 shows the background
about water resources and mathematical
optimization. Specifically linear programming
and the transportation problem. In Section 3, the

proposal is described in detail, which consists of a
Mixed Integer Quadratically Constrained Program
(MIQCP). This mathematical model takes as basis
the classical transportation problem. Besides, the
assumptions and limitations of this mathematical
model are discussed.

Section 4 describes the followed methodology
and the faced challenges to generate the
instances. Section 5 performs an analysis of the
obtained results. Finally, Section 6 states the
conclusions and discusses the possible future work
directions of this work.

2 Background

2.1 Water Resources

Various types of water resources originate from
natural sources and serve human, agricultural,
or industrial purposes. [3] classify the water
resources into two main categories: surface
water and groundwater. Surface water includes
water flows that traverse the earth’s surface (such
as rivers). It encloses bodies of water gathered
in naturally occurring or human-made depressions,
like dams and lakes, as well as in periodically
or permanently flooded areas, such as swamps
and wetlands.

Groundwater consists of rainwater retained in
impermeable soil. This resource holds significance
as it functions both as a versatile natural water
storage and a distribution network for a country.
The term physical water stress refers to the ratio of
water usage to available water, and it is determined
by a combination of various factors [18]. The
global rise in water scarcity is a consequence of
escalating physical water stress, impacting regions
worldwide. It’s worth noting that the quality and
availability of these water resources vary based
on factors like geographic location, land use
practices, climatic conditions, population growth,
infrastructure development, over-extraction, and
regulatory policies.
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2.2 Water Management

As outlined in The 2030 Agenda for Sustainable
Development [14] presented by the United Nations,
there are 17 established Sustainable Development
Goals. The sixth goal, known as SDG 6, aims
to guarantee the accessibility and sustainable
supervision of water and sanitation, along with
the sustainable handling of water resources, water
quality, integrated water resources management,
water-related ecosystems, and the creation of a
conducive environment.

The 2023 United Nations World Water
Development Report [18] asserts that the demand
for water in agriculture is primarily influenced by
irrigation, with variations dependent on various
determining factors. Another crucial factor to
consider is the per capita water availability, which
has been diminishing due to the growth rates in
population. Therefore, efforts have been made
to implement initiatives aimed at developing
alternatives that streamline decision-making and
enhance the prediction of diverse factors.

The goal is to optimize water management
with greater efficiency. Models can help to
represent the interactions between these factors
and their complex interactions. As highlighted
by [8], mathematical models are primarily
categorized into two main types: simulation-based
or optimization-based models. The last one
can be further sub-categorized into three distinct
groups: conflict resolution models, water resources
planning models, and models addressing water
availability and demand diagnosis.

The last category helps to estimate the water
availability and compare it with the water demand
to find optimal strategies for meeting these
demands efficiently. Although these models can
provide important information, the final decisions
rest with the stakeholders.

2.3 Linear Programming (LP) and
Mathematical Optimization

LP [12] or lineal optimization is a mathematical
method for solving optimization problems
where the objective is to optimize a linear
function under constraints represented as linear
equalities and inequalities.

The main objective is to find the best
combination of all the variables that satisfy all the
constraints for the problem to determine a way to
achieve the best outcome (for example, determine
the lowest cost). The following equations (1)-(6)
represents the standard form of a LP [25]:

Maximize

c1 x1 + c2 x2 + . . .+ cn xn. (1)

Subject to:

a11 x1 + a12 x2 + . . .+ a1n xn ≤ b1, (2)
a21 x1 + a22 x2 + . . .+ a2n xn ≤ b2, (3)

... (4)
am1 x1 + am2 x2 + . . .+ amn xn ≤ bm, (5)

x1, x2, . . . , xn ≥ 0, (6)

where the bis, cis, and aijs are fixed real constant
numbers, and the xis are real numbers to be
determined which are called decision variables.
Generally, a classical LP satisfies the following
conditions: the variables of the problem must
be non-negative, the objective function should
express a linear combination of variables through a
linear function, and the constraint set must consist
of linear equations or inequalities.

The model should adapt to the problem
by considering all the specific variables and
constraints it must fulfill. LP has been widely used
in different problems such as the routing selection
problem [17], the transportation problem [21], and
the supply-chain problem [22].

In addition to LP, there are other practical
mathematical optimization approaches for
scenarios that cannot satisfy linearity. Mixed
Integer Programming (MIP) is a mathematical
optimization approach based on the general
principles of LP, but its decision variables consist
of both integer and real values.

The classification of MIP problems depends on
the nature of the objective function and constraints.
The problem is called a Mixed Integer Linear
Program (MILP) when the objective function and
constraints are linear. However, if the objective
function includes a quadratic term, it is called a
Mixed Integer Quadratic Problem (MIQP).
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In addition, a model is said to be a Mixed Integer
Quadratically Constrained Program (MIQCP) [30]
if it contains constraints with quadratic terms,
regardless of the form of the objective function.

2.4 The Transportation Problem

The transportation problem stands as an essential
optimization problem widely investigated in the field
of operations research. Its main application lies in
the efficient distribution of goods from a predefined
set of source vertices to a designated set of
destination vertices, with the general objective of
minimizing the associated costs.

As a fundamental element in various
economic, social, and market scenarios, the
Transportation Problem assumes a critical role in
optimizing logistics processes [6]. Formally, the
Transportation Problem is stated as follows:

Consider the set of supply vertices, denoted
as V = {v1, v2, · · · vn}, and a supply function
S : V → R+, where each vertex vi ∈ V is
endowed with the capacity to transport up to S (vi)
units of goods. Let U = {u1,u2, · · ·um} represent
the set of demand vertices corresponding to sites
necessitating the delivery of goods.

The demand function is defined as D : U → R+,
specifying that each vertex uj ∈ U requires the
fulfillment of a demand amounting to D (uj). The
classical transportation problem can be formally
characterized through Expressions (7)-(10):

min
∑
vi∈V

∑
uj∈U

ci,jxi,j . (7)

Such that (s.t.):∑
vi∈V

xij ≥ D(uj)∀uj ∈ U , (8)

∑
uj∈U

xij ≤ S(vi)∀vi ∈ V , (9)

xij ∈ R+∀vi ∈ V ,∀uj ∈ U . (10)

The equations presented make up a Linear
Programming (LP) formulation, where ci,j is the
associated cost of transporting one unit of goods
from source vertex vi to demand vertex uj , and

xij denotes the quantity of goods units transported
from vi to uj . Consequently, if xij goods units are
transported from vi to uj , the corresponding cost is
ci,j xi,j . In this LP framework, (7) is the objective
function to minimize the total transportation cost
from source to demand vertices.

The constraints stated in (8), ensure the
satisfaction of demand for each uj , while the (9)
constraints state that the total goods shipped from
the origin vertex vi do not exceed the available
quantity. Finally, the expression (10) defines the
decision variables. It is important to note that this
model assumes viability, that is, total supply equals
or exceeds total demand, as established in the
following equation:∑

uj∈U

D (uj) ≤
∑
vi∈V

S (vi) . (11)

It is well-known that the classical transportation
problem can be solved efficiently using LP
techniques [4, 5], but real-world scenarios often
require more complex constraints, which pose
challenges in solving these types of problems.

In the next section, we present a model based
on the transportation problem that abstracts
the problem of Water Resources Management.
However, it presents additional restrictions
that may arise in real-world scenarios, which
complicate the optimization problem and increase
computational demand.

3 Proposal

In this section, we propose a Mixed Integer
Quadratically Constrained Program (MIQCP)
specifically designed to address the Water
Resources Management problem. Rooted in
the fundamental principles of the transportation
problem, this model incorporates additional
constraints essential to address the complications
inherent to the problem studied. The integration
of these constraints enriches the model, which
resembles real-world conditions.
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3.1 Proposed Mathematical Model

In the context of water resources management,
we propose to address the challenge of water
distribution by modeling a scenario in which
water is supplied from different water sources
V = {v1, v2, ..., vn} to different demand locations
U = {u1,u2, ...,un}, considering that each source
and demand location manages a different type of
water included in the set K = {k1, k2, · · · , kp},
where p is the number of types of water, and ki
the type of water.

In addition, we establish a supply function S, a
demand function D, and a function T : V ∪U → K,
the latter guaranteeing that each source vertex vi ∈
V can supply exclusively to the demand vertices
within the set {uj ∈ U : T (uj) = T (vi)}. That is,
a demand vertex that requires a specific type of
water ki, can only be satisfied by source vertices
that supply the same type of water.

Since in a real context, processed water for the
industry would not be sent to a place for human
consumption. This delineation of water types and
the associated constraints through the function T
introduces an added layer of complexity to the
classical transportation problem, catering to the
nuanced requirements of the problem considered
in this study.

In this scenario, the method of water
transportation is inconsequential; That is, we
ignore the specific mode of transportation
and instead introduce the term “carriers”,
which fulfill the function of transporting water
units from the source vertices to the demand
vertices, establishing a cost associated with
said transportation, which can be different
between carriers.

This cost is a crucial factor since it is a function
of all the aforementioned variables, and quantifying
and optimizing it becomes essential in our study.
To elaborate, we define a set of carriers, denoted
as C = {1, 2, 3, . . . , |C|}, where each carrier l ∈ C
sets an associated cost cli,j to the transport of a unit
of water from a source vertex vi ∈ V to the demand
vertex uj ∈ U . To achieve load balancing between
carriers, each operator l ∈ C is assigned a capacity
L(l) ∈ N, which represents the maximum number
of source vertices that it can drive.

In line with our general objective, based on this
mathematical model we seek to minimize the cost
of transporting water satisfying all demands. Given
the multitude of constraints and variables involved,
we provide a concise summary of the key
assumptions underlying the problem at hand for
clarity and precision:

1. All carriers can deal with any type of water, any
source vertex, and any demand vertex.

2. It is established that there is sufficient capacity
among carriers to operate at all origin vertices.
See the following equation:∑

l∈C

L (l) ≥ |V | holds. (12)

3. It is vitally important to consider that for each
type of water, the total supply equals or
exceeds the demand. This is stated in the
following equation:∑

uj∈U :T(uj)=kt

D (uj) ≤
∑

vi∈V :T (vi)=kt

S (vi) . (13)

Holds ∀kt ∈ K. Equations (14)-(22) introduce a
mathematical model for the described problem:

min
∑
l∈C

∑
vi∈V

∑
uj∈U

cli, j x
l
i, j . (14)

Such that: ∑
l∈C

∑
uj ∈ U :

T (vi) ̸= T (uj)

(15)

xl
i,j = 0∀vi ∈ V , (16)∑

vi∈V

∑
l∈C

yl,ix
l
i,j ≥ D(uj)∀uj ∈ U , (17)

∑
l∈C

∑
uj∈U

xl
i,j ≤ S(vi)∀vi ∈ V , (18)

∑
vi∈V

yl,i ≤ L(l)∀l ∈ C, (19)

xl
i,j ∈ R+∀(vi ∈ V ,uj ∈ U , l ∈ C), (20)

yl,i ∈ {0, 1}∀l ∈ C,∀vi ∈ V , (21)
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where xl
i,j is the amount of water units to be

shipped from vi to uj through carrier l, and:

yl, i =

{
1, if carrier l is assigned to vertex vi,

0, otherwise.
(22)

In this model, the objective function (14) seeks
to minimize transportation costs, encompassing
all carriers. Constraint (16) dictates that demand
vertices are exclusively supplied by source vertices
with matching water types. Ensuring the
satisfaction of water demands, constraint (17)
plays a crucial role. To prevent excessive extraction
and potential stress on water bodies, constraint
(18) curtail the amount of water drawn from each
source vertex to within its available capacity.

Pertinently, these constraints hold significant
implications in the context of water supply.
Meanwhile, constraint (19) safeguards against
exceeding carrier capacities when attending
to source vertices. Finally, the decision
variables are defined and described through
expressions (20)–(22).

3.2 Water Resources Optimization through
Mathematical Optimization

To show the feasibility of the proposal, we show
an example to clarify how the mathematical
model works.

3.2.1 Objective Function Evaluation

Next, the process of evaluating the objective
function is shown. That is, to find the values of
the decision variables that optimize the function
and simultaneously satisfy the constraints. First,
we establish the scenario to optimize. Visually,
this can be represented through a bipartite graph
where the set of supply nodes V , the set of demand
nodes U , the set of types of water K, and the set
of carriers C are established.

It is important to remember that each carrier
l ∈ C establishes a cost cli,j for transporting a
unit of water from vi ∈ V to uj ∈ U , and a
capacity L(l) of supply nodes that it can attend.
Furthermore, each scenario must satisfy (12) and
(13), as well as the constraints (16)–(22) imposed
on the model, this allows the problem to have a

Table 1. Water units xij obtained by LP

Carriers Transportation cost Water units

l = 1 c13, 2 = 1 x1
3, 2 = 8

c13, 4 = 3 x1
3, 4 = 7

c15, 3 = 3 x1
5, 3 = 9

l = 3 c36, 1 = 1 x3
6, 1 = 9

feasible solution. However, this feature makes the
optimization problem difficult since a solution must
be in the feasible space. Fig. 1 show an example
scenario with |V | = 6 source vertices, |U | = 4
demand vertices, |K| = 2 types of water, and
|C| = 3 carriers. Concerning the capacity of the
carriers L(l), the supply water units S(vi) and the
demand water units D(uj), these are established
randomly but complying with the restrictions (12),
(13) and (16) to find a scenario with feasible
solutions. Finally, transportation costs are also
randomly assigned to a range of positive numbers.

The complete instance of this scenario can
be consulted in the link provided in the Test
Instances section. To calculate the objective
value using (14), the transportation costs of the
instance above are used, which are summarized
in Table (1), along with the water units xl

i,j obtained
by the mathematical model to optimize the problem
established in Fig. 1, for each carrier l ∈ C and
its associated transportation costs cli,j . Using the
values from Table (1), the objective value obtained
is 65. Fig. 2 shows the optimal solution found
using the mathematical model. We can verify this
solution meets all established restrictions.

4 Experimental Design and Results

4.1 Test Instances

To assess the robustness of the proposed
model, we formulate 30 instances that satisfy
the constraints described in Section 3.1.
Table (2) presents these instances along with
their respective parameters, where |V | and |U |
are the number of supply and demand vertices
respectively, |K| is the number of water types, and
|C| is the number of carriers.
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Fig. 2. Solution for the example scenario: |V | = 6,
|U | = 4, |K| = 2, and |C| = 3.

The design of these instances is deliberate and
features a gradual escalation of difficulty, either
by adding supply and demand vertices, variations
in water types, or an increase in the number of
carriers. Instances 1–5 represent the simplest
cases, featuring 2 types of water and 2 carriers.

The number of supply nodes |S| is twice that of
demand nodes |D| in each instance. In contrast,
Instances 6–10 mirror Instances 1–5, with the
number of demand nodes |D| being half that of
supply nodes |S|. This deliberate design allows us
to evaluate the model’s performance under varied
scenarios with unequal supply and demand nodes.

Instances 11–15 and 16–20 present a
considerable increase in problem difficulty. Here,
the number of water types grows by increments
of 5, ranging from 5 to 25. Simultaneously, the
number of carriers increases by 10 for each
instance, starting at 10 and concluding at 50.
Instances 11–15 and 16–20 are mirror instances,
enabling a comprehensive assessment of the
model’s adaptability to varied configurations.

In this study, the most challenging scenarios are
Instances 21–25 and 26–30, designed to push the
model’s limits. The complexity is heightened by
increasing the number of water types by 5, from
30 to 50.

Additionally, the number of carriers increases
by 50, starting at 50 and concluding at 250 for
each instance. Instances 21–25 and 26–30 are
mirror instances, providing a thorough exploration
of the model’s capabilities under difficult conditions.
Finally, for these instances, water units for
both supply and demand vertices were randomly
assigned within the following ranges: S(vi) ∈
[1000, 5000], D(uj) ∈ [100, 500]. The capacity of
carriers was set randomly within the range L(l) ∈
[1, |V |]. Finally, transportation costs associated
with each carrier were randomly established within
the range cli,j ∈ [100, 1000]. The complete
instances can be consulted at https://github.com/
alex-cornejo/WaterManagement-ComSis.

4.2 Parameter Configuration

The mathematical model was implemented in
the Python programming language by using the
off-the-shelf optimization software Gurobi v10. The
Gurobi software implements different mathematical
optimization algorithms, such as LP algorithms like
Simplex and Barrier, Branch-and-Bound for MIP
problems, among others [11]. All the experiments
were run on a computer with a Windows 11 OS, 40
GB of RAM, and an Intel i7-10750H processor.

For the mathematical model, we tested three
different relaxations available in the Gurobi
software: Primal Simplex (PS), Dual Simplex
(DS), and Barrier (B). Table (3) shows the results
obtained from the experimentation. From this table,
OPT refers to the optimal solutions, whereas PS
t(s), DS t(s), and B t(s) refer to the running time
per instance for each relaxation method.

5 Analysis and Discussion of Results

In this section, we explore challenges in optimizing
the proposed model with added types of water
and carriers, impacting solution space, instance
generation, and resolution dynamics. The obtained
results showcase the potential applicability in
real-world scenarios. The results reported in Table
(3) affirm the feasibility of optimizing our proposal
using a mathematical optimization approach. In all
the cases, the optimal solutions were found.
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Table 2. Test instances configuration

Instance |V | |U | |K| |C|
1 1 2 2 2

2 2 4 2 2

3 3 6 2 2

4 4 8 2 2

5 5 10 2 2

6 2 1 2 2

7 4 2 2 2

8 6 3 2 2

9 8 4 2 2

10 10 5 2 2

11 15 30 5 10

12 20 40 10 20

13 30 60 15 30

14 40 80 20 40

15 50 100 25 50

16 30 15 5 10

17 40 20 10 20

18 60 30 15 30

19 80 40 20 40

20 100 50 25 50

21 150 350 30 50

22 200 300 35 100

23 250 250 40 150

24 300 200 45 200

25 350 150 50 250

26 350 150 30 50

27 300 200 35 100

28 250 250 40 150

29 200 300 45 200

30 150 350 50 250

For this experimentation, we can appreciate
that using different relaxation techniques does not
change radically the running time.

However, for bigger instances, we could
not ensure this. Through experimentation, we
noticed that the running time of different relaxation
algorithms can change drastically for some
instances with |V | > 600. Nevertheless, we could
not include experimentation for bigger instances
due to the practical issues discussed below. The
escalating complexity introduced by including more
types of water and carriers imposes significant
challenges on the problem. The imposed
constraints not only shape the feasible solution
space but also impact both the instance generation
process and the optimization procedure.

Through empirical experimentation, we
observed that the water type constraint poses
a more intricate challenge for the optimization
process than the carrier capacity constraint. This
complexity is evident in the increased time required
to resolve instances. Conversely, with a growing
number of carriers, the memory requirements for
processing instances also surge.

Each carrier, having an associated
transportation cost expressed in a cost matrix,
contributes to the memory load. For instance,
if there are 200 carriers, there would be 200
distinct cost matrices per instance stored in
memory. Furthermore, the size of the matrix
(|V | × |U |) is contingent on the number of supply
and demand nodes. Therefore, spatial complexity
becomes a critical consideration for both instance
generation and optimization.

These challenges could be effectively
addressed by adopting other optimization
techniques, such as evolutionary computation
of metaheuristics. For instance, solution
representation in metaheuristics could involve
a set of genes encoding the assignment of
water types to carriers alongside other pertinent
parameters. Designing crossover and mutation
operators respecting problem constraints ensures
the generation of feasible solutions.

Selection operators favoring diversity and
exploration of the search space can be
implemented. Strategies can be integrated to
handle specific constraints on the type of water,
such as sanctions in the objective function for
non-compliance, or remedial mechanisms for
infeasible solutions.
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Table 3. Optimization results for each instance, reporting
its optimal value OPT and the execution time for each
strategy measured in seconds t(s)

Instance OPT PS t(s) DS t(s) B t(s)

1 235,044 0.003 0.034 0.036
2 405,326 0.001 0.002 0.000
3 656,886 0.004 0.004 0.013
4 793,611 0.003 0.004 0.004
5 489,604 0.003 0.003 0.007
6 96,280 0.002 0.001 0.001
7 227,303 0.002 0.000 0.000
8 85,908 0.004 0.005 0.004
9 249,383 0.003 0.000 0.001

10 304,674 0.004 0.004 0.006
11 1,310,305 0.027 0.022 0.081
12 1,290,357 0.034 0.031 0.050
13 2,180,535 0.081 0.086 0.083
14 2,527,523 0.162 0.146 0.167
15 3,582,503 0.270 0.297 0.283
16 705,887 0.019 0.029 0.033
17 703,887 0.022 0.016 0.017
18 1,034,468 0.068 0.062 0.066
19 1,308,086 0.140 0.159 0.150
20 1,680,449 0.296 0.303 0.299
21 10,854,584 4.454 3.864 5.518
22 9,084,413 11.084 9.272 13.205
23 7,580,286 18.027 15.151 21.556
24 6,212,880 22.829 19.389 26.393
25 4,544,234 22.190 22.589 22.874
26 4,744,219 5.067 4.297 5.902
27 5,871,442 11.502 10.102 13.886
28 7,716,824 17.815 15.057 21.407
29 9,287,937 19.743 18.116 20.121
30 10,517,914 22.349 20.405 23.261

Metaheuristics also allows for the consideration
of parallelism or distribution strategies to optimize
execution time, particularly crucial for large
optimization problems.

Lastly, while a comprehensive study of the
computational complexity of the problem would be
valuable, this aspect will be rigorously addressed
in future work.

6 Conclusion and Future Work

This paper introduces an innovative approach to
tackling the global water stress challenge through
the application of mathematical optimization,
framing the Water Resources Management
problem. We performed this by proposing a
mathematical model, specifically an MIQCP.
The proposed mathematical model is akin to
the classical transportation problem, which is
well-known in the field of operations research.
Then, we used off-the-shelf optimization software
to test the mathematical model over a set of
proposed instances that consider restrictions of
possible real scenarios.

The results serve as a robust affirmation,
supporting the effectiveness and utility of the
proposed model in addressing optimization
challenges related to water use. These findings
underscore the model’s practical applicability
and its efficacy in solving real-world problems
associated with Water Resource Management
optimization. Our study reveals that the inclusion
of multiple water types introduces increased
complexity. Instances with over 50 different water
types proved more intricate, necessitating a scaling
of computational resources. This adaptation
becomes crucial to overcome model limitations
and enhance the likelihood of finding viable
solutions, hinting at the potential for specialized
optimization strategies such as evolutionary
computation and heuristics/metaheuristics.

In future work, we will focus on refining the
model to increasingly align it with real-world
scenarios, which will involve deep analysis of water
management information. The complexity of the
problem will also be rigorously studied, together
with the possibility of improving the model by
looking to linearize the constraints or propose new
mathematical models with practical advantages.
Finally, other strategies may be considered,
particularly the implementation of evolutionary
computing or heuristic/metaheuristic approaches.
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