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Abstract. In this paper, we present an in-depth
analysis leveraging several renowned machine learning
techniques, including Snap Random Forest, XGBoost,
Extra Trees, and Snap Decision Trees, to characterize
comorbidity factors influencing the Mexican population.
Distinct from existing literature, our study undertakes a
comprehensive exploration of algorithms within a defined
search space, conducting experiments ranging from
coarse to fine granularity. This approach, coupled with
machine learning-driven feature enhancement, enables
us to deeply characterize the factors most significantly
affecting COVID-19 mortality rates within the Mexican
demographic. Contrary to other studies, which obscure
the identification of primary factors for local populations,
our findings reveal that geographical factors such as
residence location hold greater significance than even
comorbidities, indicating that socioeconomic factors play
a pivotal role in the survival outcomes of the Mexican
population. This research not only contributes to the
targeted understanding of COVID-19 mortality drivers
in Mexico but also highlights the critical influence of
socioeconomic determinants, offering valuable insights
for public health strategies and policy formulation.

Keywords. Diabetes, COVID-19, machine learning,
SARS CoV-2, Cox, RMST.

1 Introduction

The advent of COVID-19 has instigated a global
health crisis of unparalleled magnitude, prompting
a concerted effort across healthcare systems
worldwide to counteract its ramifications [2,
10, 12]. This pandemic has underscored the
critical need for advanced medical research
and data analytics to dissect and mitigate the
virus’s impacts efficiently. Central to this effort
is the analysis of vast datasets to identify
patterns and predictors of COVID-19 outcomes,
with particular emphasis on the significance of
patient comorbidities and geographic statistics in
influencing mortality rates [2, 7, 8, 10, 12].

This scenario has propelled the development
of an Automated Machine Learning (AutoML)
framework, crafted to harness the latest in
machine learning innovation to expedite the
evaluation of COVID-19 mortality risks. By
optimizing the model development process,
AutoML aims to enrich our comprehension of
the medical and societal variables influencing
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COVID-19 mortality, offering crucial insights to
both healthcare practitioners and researchers.
The dynamic and evolving nature of COVID-19
data renders the adaptability and automation
features of AutoML exceptionally valuable. Such
capabilities facilitate rapid algorithmic adjustments
and hyperparameter optimization to assimilate
new findings and data, establishing AutoML as an
essential asset in combating COVID-19.

Our investigation leverages a comprehensive
dataset provided by the Mexican Federal
Government, chronicling the pandemic’s impact
on the Mexican populace from January 1, 2023,
to August 8, 2023. This dataset encompasses
detailed information on 1,021,380 patients,
including demographic, clinical outcomes, and
mortality data, thereby offering a unique lens
through which to examine the multifaceted
influences on COVID-19 mortality.

Utilizing various validated methodologies for
COVID-19 diagnosis, including antigen testing
and clinical epidemiological association, our study
utilizes AutoML to dissect this dataset, aiming
to unearth pivotal patterns and predictors of
mortality. This endeavor aligns with the urgent
global requirement for innovative analytical tools
capable of pacing with the swiftly evolving
pandemic landscape, marking a significant stride in
applying AutoML for comprehensive data analytics
in confronting the COVID-19 health crisis.

Emerging studies highlight the utility of machine
learning in scrutinizing COVID-19 data and
AutoMLls potential to revolutionize this analysis
by enhancing the accessibility and adaptability
of advanced data analytics [5, 9, 11]. Building
upon these insights, our research endeavors to
offer valuable perspectives on the determinants of
COVID-19 mortality, showcasing AutoMLs utility in
pandemic response and preparedness. This paper
makes the following contributions:

1. We establish a comprehensive experimental
framework that divides into two core
components:  traditional statistical analysis
and a machine learning-based approach. This
framework, detailed in Sections 4.1 and 4.2 for
statistical analysis and Section 4.4 for machine
learning, facilitates a nuanced exploration of
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the comorbidity factors affecting COVID-19
mortality in the Mexican population.

2. Through our rigorous analysis
employing cutting-edge machine learning
techniques—specifically Snap Random

Forest, XGBoost, Extra Trees, and Snap
Decision Trees—we provide an in-depth
characterization of the comorbidity factors
influencing COVID-19 mortality.

Our study distinguishes itself by executing a
comprehensive exploration of algorithms within
a defined search space, ranging from coarse
to fine granularity. This method, enhanced
by machine learning-driven feature selection,
allows for a deepened understanding of the
critical factors affecting mortality rates.

3. Contrary  to prevailing studies  that
predominantly focus on comorbidities as
the key mortality determinants, our findings
reveal the greater significance of residential
location, pointing to socioeconomic factors as
pivotal in determining survival outcomes in the
Mexican context.

This novel insight emphasizes the need for
public health strategies and policy formulation
to consider socioeconomic determinants
alongside medical factors.

4. By leveraging a combination of traditional
statistical and modern machine learning
methodologies, our research contributes a
unique perspective to the body of knowledge.

It not only provides a targeted analysis
of COVID-19 mortality drivers in Mexico but
also underscores the crucial influence of
socioeconomic factors on health outcomes. Our
study paves the way for informed public health
interventions aimed at reducing mortality within
socioeconomically diverse populations.

The rest of this work is organized as follows:
Section 2 outlines the methodologies employed in
our study and presents the dataset we are using.
Section 3 discusses some of the related work to
our study. Section 4 describes the experimental
setup for our study, which is divided into two
subsections statistical or traditional analysis 4.2
and machine learning based analysis 4.4.
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Fig. 1. Experimental setup for machine learning based analysis

Section 5 presents the findings from our
experiments, for traditional statistical methods and
those after using the machine Learning based
analysis. Finally, conclusions and future work are
given in Section 6.

2 Methods

This retrospective study is predicated on data from
the Mexican Federal Government, endorsed by
the Epidemiological Surveillance System for Viral
Respiratory Diseases under the Mexican Ministry
of Health’s purview. Ethical consent for this data’s
utilization was comprehensively secured from the
pertinent health ethics committees.

2.1 Dataset

Employing the COVID-19 Mexican Patients
Dataset, our study scrutinizes the demographic
profiles, characteristics, and clinical outcomes of
the Mexican demographic amid the COVID-19

pandemic. This dataset, curated and disclosed
by the Mexican Federal Government and the
Ministry of Health, spans January 1, 2023, to
August 8, 2023. It aggregates data from 475 Viral
Respiratory Disease Monitoring Units, detailing
individuals hospitalized following a positive
COVID-19 test, totaling 1,021,380 patients with
comprehensive mortality data.

2.2 COVID-19 Determination

COVID-19 diagnoses were ascertained through
SARS-CoV-2 antigen detection via nasal swabs,
conducted across various government-affiliated
surveillance and healthcare establishments.
The validation of COVID-19 cases employed
three methodologies: clinical epidemiological
association, a deliberation committee’s verdict,
or antigen testing. Conversely, a negative result
signified the antigen’s absence in the sample.
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2.2.1 Repeatability Across Databases

Our methodology, characterized by its repeatability
across diverse healthcare settings, benefits from
the flexible and user-oriented nature of codeless
platforms like Uber Ludwig, which significantly
enhance and simplify the creation of Linux shell
level scripting to allow for automation of ML
tasks. This approach incorporates insights from
recent studies on machine learning in COVID-19
analysis, spanning techniques from functional and
sentiment analysis to causal learning and mental
health data examination. Such breadth in machine
learning application highlights AutoMLs potential
to navigate the intricate dynamics of COVID-19
mortality influences adeptly.

3 Related Work

The onset of COVID-19 has precipitated a
flux of research employing machine learning to
elucidate the virus’s outcomes and impacts. Our
study aligns with and extends this corpus of
work by emphasizing the Mexican demographic
and integrating socioeconomic variables into our
analysis, distinguishing our research within the
burgeoning field of machine learning applications
in COVID-19 analysis.

Several recent studies have employed machine
learning models to predict COVID-19 outcomes
based on patient data. For example, He et al.
[3] developed a generalizable and easy-to-use
COVID-19 severity stratification model utilizing
immune-phenotyping and machine learning,
underscoring the importance of a comprehensive
approach in determining patient outcomes.

Similarly, Badiola-Zabala et al. [1] conducted a
systematic literature review of clinical decision
support approaches during the pandemic,
highlighting the effectiveness of ML- and
Al-based models in predicting mortality among
COVID-19 patients.

Moreover, Lages dos Santos et al. [4] provided
a comparative analysis of machine learning
algorithms for predicting COVID-19 mortality in
children and adolescents using a large public
dataset in Brazil, indicating the predictive power
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Table 1. Patient Demographics and Covariates

Diabetic Non-diabetic Total Individuals
Total 80,346 940,035 1,021,380
Individuals
Male 30,533 (38%) 391,404 (45%) 422,344 (41%)
Female 49,813 (62%) 548, 631 (58%) 599,036 (59%)
Native 80,199 (8%) 935,950 (92%) 1,017,140 (99%)
Diabetes 80,346 (100%) 0 (0%) 80,346 (8%)
Hypertension 44,851 (56%) 67,248 (7%) 112,151(11%)
Obesity 15,989 (20%) 61,978 (7%) 78,002 (8%)
Smoking 5,007 (6%) 36,773 (4%) 41,798 (4%)
Pneumonia 6,241 (8%) 22,061 (2%) 28,373 (2%)
ICU 508 (0.7%) 2,181 (0.23%) 2,704 (0.26%)
Intubation 809 (1%) 2,607 (0.28%) 3,436 (0.33%)
Death 2,198 (2.7%) 4,371 (0.46%) 6,581 (0.64%)

of various factors, including demographic data
and comorbidities.

These studies exemplify the significant potential
of machine learning in enhancing COVID-19
prognosis and management through the analysis
of patient data. In contrast to these studies,
our research expands the scope of analysis
by employing advanced techniques such as
Snap Random Forest, XGBoost, Extra Trees,
and Snap Decision Trees. Our methodological
approach involves a more nuanced exploration
of the algorithmic search space, allowing for
a detailed characterization of the influences on
COVID-19 mortality.

This granularity surpasses the typical scope
of existing literature by refining feature selection
and optimization processes to better capture
the complex interplay of factors affecting
mortality rates.

Furthermore, while most studies concentrate on
medical and biological predictors, our investigation
reveals the paramount importance of residential
location as a determinant of COVID-19 mortality in
the Mexican context.

This finding aligns with research by
Mendez-Astudillo  [6], which  points  to
socioeconomic factors and economic inequalities
as critical determinants of health outcomes during
the pandemic, underscoring the influence of social
determinants on public health.
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Our work contributes a unique perspective
by integrating socioeconomic considerations with
comorbidity analysis, thereby offering a more
holistic understanding of the drivers behind
COVID-19 mortality. This approach not only fills
a gap in the current literature but also serves as
a foundation for future research and policy-making
aimed at mitigating the impacts of the pandemic on
vulnerable populations.

By examining these recent works in conjunction
with our study, it becomes evident that while there
is a consensus on the importance of comorbidities
and demographic data in predicting COVID-19
outcomes, the role of socioeconomic factors,
particularly in the context of Mexico, remains
underexplored.  Our research aims to bridge
this gap, offering insights into the significance of
residential location and socioeconomic status in
shaping COVID-19 mortality rates.

4 Experimental Setup

The experimental framework is delineated into two
principal components. Initially, we delineate the
methodology referred to as traditional statistical
analysis, as depicted in Sections 4.1 and
4.2. Subsequently, the foundational setup for
the analysis predicated on machine learning
techniques is presented, as specified in Section
4.4. This investigation constituted a retrospective
study that drew upon data sourced from the
Mexican Federal Government. The data set
used in this study had been publicly disseminated
and subjected to validation procedures by the
Epidemiological Surveillance System for Viral
Respiratory Diseases under the auspices of the
Mexican Ministry of Health.

Ethical approval for the use of this data set

was obtained in full from the ethics committees
associated with the Ministry of Health

4.1 Determination of COVID-19

The diagnosis of COVID-19 was established by
detecting the SARS-CoV-2 antigen through nasal
swab testing. This diagnostic procedure was
conducted at various surveillance and healthcare

facilities under the jurisdiction of the Mexican
Government, with readily available results.

We utilize three distinct approaches to validate
positive COVID-19 cases, which encompass the
following: validation via clinical epidemiological
association, validation through a deliberation
committee, or validation through antigen testing.
On the contrary, a negative status indicated the
absence of this antigen in the tested samples.

4.2 Statistical Analysis

The demographic and diabetes-related
characteristics of individuals testing positive
for the SARS-CoV-2 antigen were subjected to
analysis employing descriptive statistical methods.
Comparative assessments among patients, taking
into account relevant covariates, were performed
using 7 —tests and X2 tests. The primary endpoint
under investigation was patient survival, defined
as the duration from the onset of COVID-19
symptoms to the point of mortality, with censoring
applied at the final enroliment date for adult
COVID-19 patients admitted to hospitals.

To estimate the survival curve, Kaplan-Meier
curves were generated and the statistical
significance of the survival durations between
hospitalized adult patients with and without
diabetes was assessed using the log-rank test.
A Cox proportional hazards model was used
to calculate the hazard ratio and establish a
confidence interval (Cl) 95% to gauge the effect
of treatment.

All statistical tests were two-sided, and p —
value less than 0.05 was considered indicative
of statistical significance. In addition to overall
survival analysis, the calculation of restricted
mean survival time (RMST) was executed for
both diabetic and non-diabetic adult COVID-19
patients admitted to hospitals, following propensity
matching to mitigate the impact of confounding
variables. This approach entailed fitting a
parametric survival model to the dataset to
estimate the mean survival time for the two distinct
groups under investigation.
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Fig. 2. Multi-variable Kaplan—Meier survival plots comparing diabetic and non-diabetic patients

4.3 Variables

The objective of this study is to investigate
the influence of diabetes on the prognosis
of COVID-19 in Mexican patients, specifically
focusing on the likelihood of in-hospital mortality
among those with diabetes. This research
constitutes a substantial and nationwide
retrospective cohort study, which is poised to
offer valuable information on the interplay between
diabetes and the outcomes of COVID-19. Such
insights have the potential to guide the formulation
of effective mitigation strategies and improve the
patient triage process.

Key demographic information, including
sex, age, country of origin, pre-existing health
conditions (such as hypertension, diabetes,obesity
and immunosuppression), smoking habits, and
pregnancy status, was systematically documented
for each individual. Data related to COVID-19
status included records of antigen test results and
antigen sample collection. It is worth noting that
during their hospitalization, no publicly accessible
information was disclosed regarding the patients’
clinical progression.
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Table 2. Confusion Matrix

Predicted
Observed Dead Alive
Dead 559 93
Alive 141 936

% Correct Overall % Correct: 86.5%

4.4 Machine Learning Experimental Setup

The experimental setup for our machine learning
model development consists of a multi-stage
process, as illustrated in the figure 1. The
procedure is initiated with Data Preparation, where
raw data is collected and pre-processed to ensure
it is in a suitable format for analysis. This stage
is crucial for the subsequent steps as it directly
affects the quality of the insights derived from
the data.

Following this, we engage in Feature
Engineering, which involves creating new
features from the existing data to improve the
model’'s predictive power. This step also includes
assessing Data Quality to ensure the integrity
and appropriateness of the data for the machine
learning algorithms. The next phase is Algorithm
Selection, where we choose appropriate machine
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learning algorithms based on the nature of the
data and the problem statement.

This decision impacts the model’s ability to
learn from the data and make accurate predictions.
After selecting the algorithms, Hyperparameter
Optimization is conducted to find the optimal
settings for each algorithm, enhancing the model’s
performance. This involves tuning various
parameters that govern the learning process of
the models.

Once the models are trained with the best
hyperparameters, Model Evaluation is performed
using appropriate metrics to assess their
performance. If the models do not meet the
desired performance criteria, they are subject
to Adjustment and Retraining to improve
their accuracy and reliability. Upon achieving
satisfactory evaluation metrics, the model is
then moved to Model Deployment, where it is
integrated into the production environment to
make predictions on new data.

This step is critical for translating the model’s
capabilities into practical applications.  Lastly,
Model Scoring is performed on the deployed
model, where it is continuously monitored and
scored based on its performance in the live
environment. This ensures that the model remains
accurate and relevant over time.

Within the Algorithm Selection stage, a range of
machine learning algorithms is considered. These
include Neural Networks, with a focus on the
configuration of their Layers; Gradient Boosting
methods, with an emphasis on the Learning Rate;
Random Forest, where the Number of Trees is
a significant parameter; and a generic Classifier,
which, in this context, appears to be specified as
LGBM (Light Gradient Boosting Machine), a type
of gradient boosting framework *.

5 Results

The results section is systematically organized to
reflect the bifurcated approach of the experimental
framework. Initially, outcomes stemming from
the traditional statistical analysis are elucidated,

"Project files can be found at hitps:/github.com/
christianemaldonadomti/MLCovidMexico

corresponding to the methodologies outlined in
Sections 4.1 and 4.2, refer to 5.1. Subsequently,
we present the findings derived from the
machine learning-based analysis, adhering to
the foundational setup delineated in Section 4.4,
refer to 5.2.

This sequential presentation facilitates a
comprehensive understanding of the experimental
results, allowing for a direct comparison between
traditional statistical methodologies and modern
machine learning approaches in addressing the
research objectives.

5.1 Results for Traditional Statistical Methods

In Table 1, we present a comprehensive summary
of demographic variables and relevant covariates
for people who tested positive for COVID-19, using
data sourced from the Mexican Patient Data Set,
which is publicly available through the Mexican
Ministry of Health.

This study covers a total of 1,021,380 adult
patients who were hospitalized due to COVID-19,
all of whom have complete records of their
mortality outcomes. Within this patient cohort,
38% were male, while 62% were female, with an
average age of 38.41 years (standard deviation
= 19.50). The main comorbidities prevalent
in this population included hypertension (11%),
diabetes (7.9%), and obesity (8%), while 4% were
identified as smokers. It is noteworthy that the
term "Nondiabetic” is used to describe individuals
without a diagnosis of diabetes, as no cases of
diabetes were identified within this group.

These demographic and clinical characteristics
provide a foundational understanding of the
patient population under investigation in this
study. Figure 2 shows the Kaplan-Meier
survival graphs, presenting a comparative analysis
of survival probabilities among two groups:
COVID-19 patients with and without diabetes.
The study encompasses a comprehensive cohort
of 1,021,380 individuals, among which 6,581
individuals experienced a fatal outcome related to
the disease.

Statistical analysis, specifically the log-rank
test, revealed a statistically significant disparity
in survival rates between these two groups of
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Fig. 3. COVID-19 Cox Mortality Hazard Ratios without location

hospitalized COVID-19 patients (p j 0.01). It
is noteworthy that the depicted survival curves
adhere to the assumption of proportional hazards,
as they do not intersect within the examined
time frame.

Although the dataset presents a higher mortality
rate among individuals without diabetes, those
afflicted with this condition exhibit an acceleration
in the progression towards mortality. In other
words, they experience a shorter survival time
compared to individuals with diabetes.

This phenomenon can be substantiated by
referring to Figure 2.  Figure 3 depicts the
utilization of the Cox proportional hazards model
to assess the impact of various covariates on
the risk of mortality, with statistical significance
determined through the examination of p-values.
Our analytical findings yield noteworthy insights
into the relationship between comorbidities and
the risk of COVID-19 mortality. Specifically,
individuals with diabetes displayed a modestly
reduced hazard of mortality (Hazard Ratio: 0.975)
in comparison to those without diabetes, although
this reduction did not attain statistical significance
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Table 3. Model Evaluation Measures

Measures Holdout sc. X-validation sc.
Accuracy 0.865 0.864
0.876 0.876
Precision 0.799 0.798
0.807 0.806
Recall 0.857 0.857
0.883 0.882
E 0.827 0.827
! 0.843 0.843
Avg. precision 0.892 0.892
0.904 0.904

(p-value: 0.167). Similarly, obesity was associated
with a slight reduction in mortality hazard (Hazard
Ratio: 0.981), although this reduction was only
marginally significant (p-value: 0.080).

Conversely, hypertension was linked to a
minor increase in mortality hazard (Hazard Ratio:
1.051), with a p-value that approached statistical
significance at 0.051. Other covariates, including
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Chronic Obstructive Pulmonary Disease (COPD),
asthma, immunosuppression, cardiovascular
conditions, renal chronic conditions, smoking
habits, various age categories, and gender, did not
demonstrate statistically significant effects on the
risk of COVID-19 mortality.

5.2 Results for Machine Learning Based
Analysis

Our analysis’s effectiveness was quantitatively
assessed using a confusion matrix, which provides
insights into the model's predictive accuracy by
comparing actual outcomes against predictions.
Table 2 presents the confusion matrix derived from
the model evaluation.

The confusion matrix reveals that out of the
cases predicted to result in mortality (Dead), 559
were correctly identified (true positives), while 93
were misclassified (false negatives). Conversely,
for the cases predicted to result in survival (Alive),
936 were accurately predicted (true negatives),
with 141 instances being incorrectly forecasted
as mortalities (false positives). This performance
yields an overall prediction accuracy of 86.5%,
demonstrating the models’ robust ability to discern
between survival and mortality outcomes based
on the assessed comorbidities. Such a high
level of accuracy underscores the potential of
employing these machine learning techniques for
predictive purposes in medical settings, specifically
in prognosticating COVID-19 outcomes.

The differential performance across models, as
inferred from the confusion matrix, emphasizes the
nuanced understanding these algorithms provide
regarding the critical factors affecting mortality
rates. Notably, the high overall accuracy achieved
across different models suggests that machine
learning-driven feature selection significantly
contributes to identifying the most impactful
predictors of COVID-19 mortality.

Moreover, the detailed evaluation of model
performance through various metrics highlights
the robustness and reliability of the employed
machine learning methodologies. The consistent
predictive precision across models indicates the
efficacy of the selected algorithms in capturing the

complexities inherent in the comorbidity factors of
COVID-19 patients.

We delve into the results obtained from
our comprehensive analysis, which leverages
advanced machine learning techniques to
illuminate the intricate dynamics of comorbidity
factors affecting COVID-19 mortality rates. The
algorithms employed—namely, Snap Random
Forest, XGBoost, Extra Trees, and Snap Decision
Trees—were rigorously evaluated to ensure a
robust exploration of the predictive capabilities
pertaining to COVID-19 mortality.

The evaluation metrics presented in Table 3
encapsulate the performance of these models
across various dimensions, including accuracy,
precision, recall, F1 score, and average precision.
These metrics were assessed through both
holdout and cross-validation methods to validate
the models’ consistency and reliability. ~ Our
analysis showcased the models’ commendable
performance in characterizing the comorbidity
factors influencing COVID-19 mortality, as
evidenced by the evaluation scores tabulated
in Table 3. The accuracy of the models, as
denoted by the holdout score (Holdout sc.) and
cross-validation score (X-validation sc.), was
observed to be consistently high, with accuracy
scores reaching up to 0.876. This high level of
accuracy underscores the effectiveness of the
machine learning techniques applied in capturing
the complexities inherent in COVID-19 mortality
risk factors.

Precision, a measure of the models’ ability
to correctly identify positive instances among
the predicted positives, also demonstrated high
performance, with scores up to 0.807. This
indicates a significant strength in the models’
capability to discern true cases of high mortality
risk amidst a plethora of potential predictors.

Recall scores, which reflect the models’
capacity to identify all relevant instances, were
notably high as well, reaching up to 0.883. This
suggests that the models are exceptionally adept
at capturing the majority of significant cases,
thereby reducing the risk of overlooking critical
comorbidity factors.

The F1 score, a harmonic mean of precision
and recall, further solidifies the models’

Computacion y Sistemas, Vol. 28, No. 1, 2024, pp. 5-18
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Fig. 4. Leveraging Machine Learning to Unveil the Critical Role of Geographic and Sociodemographic Factors in

COVID-19 Mortality Across Mexico

robustness, with scores peaking at 0.843. This
balance between precision and recall illustrates the
models’ overall efficacy in identifying true positives
while minimizing false negatives and positives.

Moreover, the average precision score, which
provides an aggregate measure of precision
across varying thresholds, reached an impressive
0.904. This underscores the models’ outstanding
precision-recall balance, a critical aspect in the
context of medical predictive modeling, where the
cost of false negatives can be particularly high.

The performance metrics presented affirm the
substantial capability of the employed machine
learning models to discern the critical comorbidity
factors influencing COVID-19 mortality. The high
scores across all evaluated measures attest to
the models’ precision, recall, and overall accuracy,
highlighting their potential utility in aiding public
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health efforts by providing deepened insights into
COQOVID-19 mortality risk factors.

This detailed exposition not only underscores
the predictive prowess of the deployed models
but also emphasizes the significance of machine
learning-driven feature selection in enhancing
our understanding of the key determinants of
COVID-19 mortality rates. The findings elucidated
herein lay a solid foundation for further research
into predictive modeling for infectious diseases,
potentially guiding more targeted and effective
public health interventions.

5.3 Feature Importance Analysis

A critical component of our study involved
the assessment of feature importance, which
highlights the relative impact of various factors on
the predictive models’ outcomes.
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Table 4. Feature summary

Feature Name Feature Importance

- Municipality 18.00%
- Health Unit 9.00%
- Birth State. 7.00%
- Residence State. 5.00%
Sum Loc. Related 39.00%
Age 21.00%
Other Case 4.00%
Lab Sample 3.00%
Other Comorb. 3.00%
Diabetes 3.00%
Immuno. 3.00%
Gender 3.00%
Others(each) less than 2.00%

Table 4 showcases the summarized results
of this analysis, revealing the percentage
contribution of each feature towards the model’s
predictive capability.

Fig. 4 clearly underscores the paramount
importance of geographic and sociodemographic
factors in influencing mortality rates in Mexico.
As delineated through the comprehensive
analysis of various features, it is evident
that the collective weight of location-based
attributes—encompassing Municipality, Health
Unit, Birth State, and Residence State—surpasses
even the influence of age, traditionally considered
one of the most significant predictors of
mortality risk.

This revelation not only highlights the
geographical variance within the country but
also brings to light the profound impact of
sociodemographic elements on health outcomes.

The overarching dominance of geographical
factors in determining mortality rates suggests
a complex interplay between environmental,
economic, and social determinants of health.
In Mexico, disparities in healthcare access,
differences in environmental exposure, and
varying  socioeconomic  conditions  across
different regions  amplify  the mortality
risk associated with  geographical and
sociodemographic characteristics.

The aggregated importance of location-related
variables, serves as a compelling testament to the
critical need for targeted public health strategies
and interventions that are finely tuned to the unique
challenges and vulnerabilities of each region.
This approach is crucial for mitigating the risks
associated with these factors and for paving the
way toward more equitable health outcomes across
the diverse landscapes of Mexico.

Age emerged as the most significant predictor
of COVID-19 mortality, accounting for 21.00%
of the model's predictive power. This finding
underscores the heightened vulnerability of
older populations to severe outcomes following
COVID-19 infection.

Following closely, Municipality with an
18.00% importance, indicates the significance
of geographical and possibly socio-economic
factors in mortality risk. The Health Unit and Birth
State features also demonstrate considerable
influence, with contributions of 9.00% and 7.00%,
respectively, highlighting the role of healthcare
access and regional health disparities.

Further down the list, Residence State, Other
Case, Lab Sample, and various comorbidities
including Diabetes and conditions affecting the
immune system (Immuno.), each contribute to
the model’s ability to predict mortality, albeit to
a lesser extent. Notably, each of these features
adds valuable insights into the complex interplay
between patient characteristics, healthcare system
factors, and comorbid conditions in determining
COVID-19 outcomes.

Gender, with a 3.00% contribution, and other
less impactful features (Others(each)) accounting
for less than 2.00% each, further delineate the
nuanced landscape of risk factors associated with
COVID-19 mortality. This granularity in feature
importance not only highlights the predominant
role of certain demographics and health-related
factors but also underscores the multifaceted
nature of COVID-19’s impact on various segments
of the population.
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5.4 Discussion

The derived feature importance from our analysis
illuminates the complex and multifactorial nature
of COVID-19 mortality risk. Age stands out
as a critical determinant, corroborating global
observations regarding the disproportionate impact
of the virus on older individuals.

The significant role of geographic and
healthcare accessibility factors further emphasizes
the need for targeted public health interventions
and resource allocation to mitigate mortality
risks effectively.

The granularity achieved through our machine
learning-driven exploration enables a more
nuanced understanding of the interactions
between various factors and COVID-19 mortality.
Such insights are invaluable for guiding
clinical decision-making, optimizing healthcare
resource distribution, and tailoring public health
strategies to address the needs of the most
vulnerable populations.

Our study’s findings contribute a novel
perspective to the ongoing discourse on COVID-19
mortality, providing a comprehensive analysis of
comorbidity factors that influence outcomes. This
enhanced understanding is pivotal for informing
future research, policy-making, and clinical
practices aimed at reducing the mortality burden
of the pandemic.

6 Conclusion and Future Work

In our investigation, it was discovered that
the demographic and socioeconomic areas
significantly influence mortality rates due to
COVID-19. This finding diverges from common
assumptions that comorbidities alone are the
primary determinants of mortality outcomes in
the Mexican population. Through an exhaustive
analysis utilizing advanced machine learning
techniques, including Snap Random Forest,
XGBoost, Extra Trees, and Snap Decision Trees,
our study delved into the myriad factors impacting
COVID-19 mortality.

Unlike prior research that often fails to discern
the paramount factors affecting mortality rates in
localized populations, our approach allowed for
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a nuanced exploration of the interplay between
various determinants.

Our comprehensive examination extended
across algorithms within a defined search space,
implementing experiments with varying degrees
of granularity. This methodology, augmented by
machine learning-driven feature enhancement,
facilitated a deepened understanding of the
elements most critically affecting COVID-19
mortality rates.

The findings underscore the predominance
of residential location over comorbidities in
determining mortality outcomes, pointing to the
substantial role of socioeconomic factors in
influencing survival chances.  This revelation
underscores the necessity for public health
strategies and policy-making to prioritize
socioeconomic determinants alongside medical
considerations in combatting COVID-19 mortality.

The implications of our research are
twofold: firstly, it contributes to a more targeted
comprehension of the drivers behind COVID-19
mortality in the Mexican context; and secondly,
it accentuates the vital impact of socioeconomic
conditions on health outcomes. By highlighting
these insights, our study provides a foundational
basis for the development of informed and effective
public health interventions aimed at mitigating
COVID-19 mortality within  socioeconomically
diverse populations.
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Abstract. The significant advancements in technology
over the past few decades have given rise to a relatively
straightforward array of Internet applications based on
open source software. These applications and services
aim to enhance online collaboration for a broad
audience, particularly through social networking sites.
These platforms have transformed the dynamics of
online interaction and information exchange, with
millions of users regularly engaging and sharing various
digital content. Users express their thoughts and
opinions on diverse topics, contributing valuable insights
for personal, academic, and commercial purposes.
However, the sheer volume and rapid generation of this
data present a challenge for decision-makers and the
underlying technologies to extract meaningful insights.
To leverage the data derived from social networks,
researchers have focused on assisting companies in
comprehending how to conduct competitive analyses
and convert this data into actionable knowledge. This
paper offers a comprehensive literature review on data
warehouse approaches derived from social networks.
We commence by introducing fundamental concepts of
data warehousing and social networks, followed by the
presentation of three categories of data warehouse
approaches, along with an overview of the most notable
existing works within each category. Subsequently, we
conduct a comparative analysis of these existing works.

Keywords. Data warehouse; social media; opinion
analysis; business intelligence; OLAP.

1 Introduction

Over the past two decades, contemporary decision
support and information systems have been
essential for the efficient operation and expansion

of successful global businesses. The cornerstone
of decision support in these systems has been the
integration of data warehouses and Online
Analytical Processing (OLAP).

Widely accepted and employed worldwide,
these technologies find application in diverse
domains such as manufacturing,
telecommunications, e-commerce, healthcare,
education, research, and government. Research
contributions, coupled with advancements in
relevant hardware technology, have matured data
warehousing systems, enabling them to manage
substantial volumes of data and provide
seamless access.

Online Analytical Processing (OLAP) serves as
the central element, facilitating multidimensional
data analysis, with continuous improvements and
extensions made across various domains and

datasets. Recent challenges faced by data
warehouse  technology, including handling
multimedia, semi-structured data, text, and

streams, have been met with significant and
successful efforts.

The initial decade of the 21st century has been
characterized by the widespread popularity and
utilization of social media in the internet landscape.
Billions of users engage with social media
platforms for diverse purposes, such as social
networking, blogging, information sharing, news
discovery, or a combination of these activities.

Since their inception, social media platforms
have made users more active in participatory
networks, becoming an integral part of daily life by
aiding users in connecting with family, keeping up
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with friends or colleagues, and contributing to
online discussions.

Millions of users regularly interact and share a
variety of digital content, expressing their
sentiments and opinions on a wide range of topics.
Social media platforms have also played a
strategic role in the corporate world, establishing
links that connect customers to companies. Each
of these links provides vast amounts of data,
offering companies a substantial competitive
advantage.

These links and opinions hold significant value
for personal, academic, and commercial
applications. However, the sheer volume and
speed at which they are generated pose a
challenge for decision-makers and the underlying
technologies to derive meaningful insights from
such data.

The massive data volumes generated by social
media are characterized by being semi-structured,
unstructured, and dynamic, presenting challenges
for companies in terms of utilization, analysis, and
storage. Managing and storing such large volumes
of data without advanced platforms can be
daunting for organizations.

Therefore, many companies opt to leverage the
efficient technologies of data warehouses,
enabling comprehensive analysis of massive data
volumes. This analytical capability proves valuable
for conducting competitive analyses and
transforming the data into knowledge for decision-
makers. The wealth of information generated by
social media necessitates analysis by systems that
can provide reliable and fast access for processing
large amounts of data.

Among these systems, the Online Analytical
Processing (OLAP) system stands out, offering
interactive online data analysis in an environment
capable of handling extensive data volumes. OLAP
provides a simple and flexible modeling approach
for various types of analyses based on a
predefined multidimensional model, including pre-
calculated data that accelerates the
analytical processing.

With the emergence of social media, decision-
makers aim to harness the vast volume of
information generated by these platforms to
enhance their decision-making processes. Many
companies utilize data warehouse technologies to
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collect both their own data and that of
their competitors.

Decision-makers often explore these networks
to obtain additional information about companies,
leading to better decision-making. In recent years,
the explosive growth of social media has resulted
in the generation of tremendous volumes of user-
related data. This data presents a novel way to
gather information in real time, giving rise to the
field of Social Media Analysis [1].

This area has significant importance for the
scientific community, addressing goals such as
refining marketing strategies, profiling people's
tastes, and targeting advertisements [2]. Exploring
these data through an OLAP process could be a
strategic opportunity, contributing to a wide variety
of analytical needs [3]. Recognizing the importance
of social media in the decision-making process,
several researchers have focused on studying data
warehouse approaches derived from social media.

This paper categorizes these approaches into
three major classes: those addressing user
behavior analyses, those integrating opinion
analysis into data warehouse schema, and those
dealing with social business intelligence. The
primary objective of this paper is to provide a
literature review on existing approaches to data
warehouse design from social media.

The subsequent sections of this paper are
organized as follows: Section 2 introduces the
main concepts of data warehousing and social
media. Section 3 presents existing approaches
dealing with behavior analysis. Section 4 outlines
approaches that integrate opinion analysis into
data warehouse schema. Section 5 describes
approaches related to social business intelligence.
Section 6 provides a comparative study of the
presented approaches, highlighting  their
limitations. Finally, Section 7 concludes the paper,
outlining the main perspectives in this work.

2 Background

This section provides an introduction to key
concepts and terminology in the realms of data
warehousing, Online  Analytical Processing
(OLAP), and social media. It examines different
options for the design and implementation
architecture of data warehousing, outlining the
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various structural considerations. Furthermore, the
section offers a comprehensive overview of
selected popular social media platforms,
elucidating their growth trajectories and patterns of
usage in the current landscape.

2.1 Data Warehouse Concepts

A Data warehouse (DW) is a centrally managed
and integrated database containing data from the
operational sources in an organization. DW is an
integrated repository of data put into a form that
can be easily understood, interpreted, and
analyzed by the people who need to use it to
make decisions.

The most widely cited definition of a DW is from
Inmon [4] who states that “a data warehouse is a
subject-oriented, integrated, non-volatile, and
time-variant collection of data in support of
management’s decisions.”

— Subject-oriented: Data is modeled according
to the subject area of the respective enterprise,
and not according to the application needs of
operational systems. A data warehouse does
not focus on the ongoing operations; rather it
focuses on modeling and analysis of data for
decision making.

— Integrated: “A data warehouse is constructed
by integrating data from heterogeneous
sources such as relational databases, flat files,
etc. This integration enhances the effective
analysis of data”.

— Non-volatile: “A data warehouse is kept
separate from the operational database and
therefore frequent changes in operational
database are not reflected in the data
warehouse”.

— Time-variant: “The data collected in a data
warehouse is identified with a particular time
period. The data in a data warehouse provides
information from the historical point of view.

The data in a data warehouse are organized
according to a multidimensional model. This
modeling provides a level of abstraction
independently of technical aspects and focusing on

decision-making needs [5]. The multidimensional
modeling consists in defining the subject to be
analyzed as a point in a multidimensional
space [6].

In fact, data are organized in such a way to
bring out the subject of analysis represented by the
concept called fact, composed of measures
corresponding to the additive information of the
analyzed activity as well as the dimensions of this
activity representing analysis axes.

A dimension is composed of attributes
expressing the characteristics according to which
the measures of the fact are analyzed (i.e.,
activity). The attributes of a dimension can be
organized into hierarchies, from the finer to the
most general granularity.

Relying on the fact and dimension concepts, it
is possible to build different multidimensional
models; the most popular one is the star model. A
star model is composed of one central fact
surrounded by dimensions, whereas the
constellation model consists in defining a set of
facts that share common dimensions.

2.2 Social Media Concepts

“Over the last few years, the Web has
fundamentally  shifted towards user-driven
technologies such as blogs, social networks and
video-sharing platforms. Collectively these social
technologies have enabled a revolution in user-
generated content, global community and the
publishing of consumer opinion, now uniformly
tagged as social media.

This movement is dominating the way we use
the Internet and the leading social platforms like
Facebook, MySpace, YouTube and now Twitter
have moved into the mainstream. These sites are
the tip of a redefinition of how the Internet works,
with every site now incorporating the features that
allow users to publish opinions, connect, build
community, or produce and share content” [7].

Social media have become one of the most
powerful sources of news updating, online
collaboration, networking, viral marketing and
entertainment. The terms of social media and
social network are used every day. We saw to be
more or less the same. In fact, social media include
social networking, blogs, forums and platforms.
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There are several types of social media; each
one has features and different purposes. However,
many researchers have different classification
about types of social media sites ([8, 9, 10]) that
emerges as a problem when realizing a study on
social media.

In this context, Kaplan et Haenlein [9] classified
social media sites into these six types based on
social presence, media richness and self-
presentation, and self-disclosure. Thus, they have
got six forms of social media, which are: (a)
collaborative projects (e.g., Wikipedia), (b) blogs
(e.g., Wordpress.com, Blogger.com), (c) content
communities (e.g., YouTube), (d) social networking
sites (e.g., Facebook), (e) virtual game worlds
(e.9., World of Warcraft), and (f) virtual
communities (e.g., SecondLife)). In 2011, Akar and
Topgu [10] add to this classification the
microbloggings type such as Twitter.

Shankar and Hollinger [8] classified these new
media into three groups: importun (Internet
advertising, product placement in video games or
advergames et m-commerce), non-importun
(Internet advertising, social networking sites,
podcasting, buzz or viral marketing) and user-
generated (blogs, video site,
ratings/recommendations and summary).

Taking into account the different types of social
media proposed in the literature, we retain the
classification of the most common forms of social
media as follows:

— Social Networking sites: “These are sites
mainly used for connecting with friends and
family. They focus more on person-to-person
conversations. Aside from personal
conversations, these platforms encourage
knowledge  sharing. These  platforms
accommodate the different types of content
formats from text to photos, videos, and other
creative forms of content. They are considered
the center of communication and a jack of all
trades. Users are able to create unique
interesting content, share their thoughts, and
create groups based on similar interests.
These sites are user-centered and are built
around the social needs of the users and
everything that is important to them.
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Businesses and marketers can fully maximize
these platforms because they provide an
immense amount of data. Also, they are able
to reach the right people through adverts with
specific metrics and demographics. They also
provide the opportunity to engage with users
which helps people connect with your brand on
a more personal level. Some of such platforms
include Facebook, LinkedIn, and Twitter.”

Media sharing sites: “they have gained more
prominence in recent times. Content like info
graphics, illustrations, and images capture the
attention of users more. Social media apps like
Pinterest, Instagram, and Snapchat are
designed to amplify the sharing of images.
They say a picture is worth a thousand words,
and using this can have lots of positive effects.
Video content is one of the most captivating
and engaging forms of content. Marketers and
businesses have said that they have seen
tremendous benefits in using videos. This form
of content aids assimilation and
understanding, hence why it is largely
preferred by users. One major platform that
reshaped how people interact with video
content is YouTube. With over one billion
active users monthly, the platform sometimes
serves as a search engine for most users.”

Discussion forums: “they are very essential
because they allow users to ask questions and
get answers from different people. These
platforms are designed to spark conversations
based on shared interests or out of curiosity.
Some of such platforms include Quora
and Reddit.

Blogs: they are a great way for businesses and
marketers to reach and provide credible
information to their target audience. Platforms
like Tumblr, Medium, OverBlog, canalblog and
blogspot allow users to create a community
where people with similar interests can follow
them and read all they have to say about
certain topics.”
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The advent of social media as a novel source of
data has significantly introduced new challenges
concerning the modeling and handling of data. In
the subsequent sections, we will conduct an
extensive examination of strategies employed in
designing a data warehouse derived from
social media.

Our classification encompasses three main
categories: (1) data warehousing for behavior
analysis, (2) the incorporation of opinion analysis
into the data warehouse, and (3) data warehousing
tailored for social business intelligence. Section 3
will outline approaches centered around behavior
analysis, followed by Section 4, which will
elaborate on approaches proposing the integration
of opinion analysis into the data warehouse. Lastly,
section 5 will scrutinize approaches addressing
social business intelligence.

3 Building Data Warehouse for
Behavior Analysis

Social media is considered as an environment for
human beings so they can express themselves
through their interactions. Numerous approaches
focused on user’s activities on social media in
order to help the decision makers to discover new
knowledge and to analyze the behavior of people
using social media.

The emergence of social media has sparked
numerous research initiatives focused on behavior
analysis and the extraction of knowledge from the
data pertaining to users and their messaging
activities. These researches include but are not
limited to these works [11, 12, 13, 14, 15, 16, 17,
18, 19, 20, 21]. We examine these works which are
the most representative of the state of the art that
treat data warehouse.

3.1 Approach Proposed by (Bringay et al.
2011)

[11] devised a multidimensional star model tailored
for the analysis of a substantial volume of tweets.
Their approach incorporated information retrieval
methods, introducing a modified metric named
"TF-IDF adaptive." This metric aimed to identify the
most significant words based on hierarchical levels
within the cube, specifically focusing on the

location dimension. The initial step involved
instantiating the multidimensional model of tweets
to accommodate new dimensions that vary across
different contexts.

Subsequently, the authors introduced the "TF-
IDF adaptive” measure in the second step, identifying
the most relevant words in alignment with the
hierarchy level of the cube by incorporating a new
dimension termed MotMesh (MeshWords) into
their multidimensional model. The final step aimed
to determine the context of a tweet.

However, it's important to note that their case
study was confined to a specific domain—tracking
the progression of diseases, utilizing the MeSH
(Medical Subject Headings) thesaurus. The
proposed model was specifically crafted for this
particular thematic trend.}

Additionally, the absence of schema definition
rules for the data warehouse and the lack of
adaptation of the proposed data warehouse model
to the vast amount of social data present notable
limitations in their approach.

3.2 Approach Proposed by (Liu et al. 2012)

A similar approach is put forth in the work of [12],
where the authors introduce a text cube for the
analysis and modeling of human, social, and
cultural behavior (HSCB) from the Twitter stream
within a textual database. They developed the
Social Cube framework, comprising four
core steps.

In the initial step, a framework for the data
collection component is proposed, enabling the
automatic extraction of relevant data from diverse
sources like Twitter. Utilizing Twitter's Application
Programming Interface (API), the authors create
code for the automated extraction of real-time
tweets on a given topic, transforming and loading
them into the textual database for subsequent
HSCB analysis.

Moving to the second step, the HSCB feature
analysis component extracts linguistic features
from the text using text analytics tools. These
linguistic features serve as fundamental elements
for HSCB dimensions, including affect, deception,
and a sense of fatalism, as well as any prospective
HSCB dimension.
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The analysis framework considers the selection
of linguistic features with reference to theories and
psychological expectations.

The third step involves the design of a star
schema to store the linguistic features extracted
from various HSCB dimensions. Finally, in the last
step, data mining techniques are employed to
identify crucial linguistic features and construct
predictive models for each HSCB dimension based
on the selected features.

The primary objective for decision-makers in
this work is to define the architecture of a text cube
geared towards organizing social media data in
multiple dimensions and hierarchies. However, it's
noteworthy that the proposed data warehouse
model is not tailored to effectively handle the
substantial volume of social data.

3.3 Approach Proposed by (Rehman et al.
2012)

In the same context, [13] introduced a system
designed for warehousing streams from Twitter,
structured around a five-layer architecture. The
layers include: i) The data source layer, utilizing
available Twitter APls, ii) The ETL layer (Extract,
Transform, and Load) responsible for extracting
data from tweets and processing it into a suitable
format for the target database, iii) The Data
warehouse layer dedicated to storing data derived
from tweets, iv) The Analysis layer specifically
designed for OLAP analyses of the tweets, and v)
The Presentation layer presenting the results of the
analyses.

The objective of this paper is to construct a
comprehensive cube for OLAP analysis of tweets.
However, it's important to note that the schema
definition rules for the data warehouse are
overlooked, and the proposed model is not
optimized for handling the vast volume of social
data. The authors focused on a specific type of
social media, and their approach seems tailored to
analyze a particular event.

3.4 Approach Proposed by (Cuzzocrea et al.
2015, 2016)

The presented work concentrates on the
integration of knowledge mining approaches,
specifically FFCA, and OLAP technology for
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analyzing unstructured data exchanged in social
media, facilitating advanced analytics services.
With Twitter as the focal point, the authors
underscore the significance of implicit information
within tweets that goes beyond the explicitly
available metadata.

In a subsequent extension of their work, [15]
delves into the definition of a multidimensional data
model for storing tweet data to facilitate OLAP
analysis. The authors commence by outlining the
structure of the data cube.

Within their tweet cube model, dimensions are
categorized into two types: (i) Semantic
Dimension, extracted from the Wikipedia
knowledge base, leveraging titles of Wikipedia
articles and the Wikipedia category graph, and (ii)
Metadata Dimension, encompassing information
about the tweet derived from its metadata, such as
timestamp, user, hashtag, location, etc.

Furthermore, the authors introduce a measure
that exploits a wikification service, representing a
sentence with a set of Wikipedia concepts.
Subsequently, a summarization algorithm is
proposed to select the most representative tweets
for each cube based on the OLAP dimensional
fact model.

A case study is presented, addressing
microblog summarization through the utilization of
timed fuzzy lattice generated from the execution of
time-aware FFCA on the unstructured content
of tweets.

3.5 Approach Proposed by (Yangui et al. 2017)

The researchers in [16, 17] present a four-stage
methodology for defining a data warehouse
schema from social networks. Initially, they design
the initial data warehouse schema using a classical
approach based on existing methods and tailored
to structured and heterogeneous sources. In the
second stage, they articulate a set of
transformation rules facilitating the conversion of
data warehouse schema concepts to specific
concepts within a NoSQL database.

This stage comprises three key steps: defining
features, generating clusters, and determining
multidimensional concepts. Subsequently, social
network profiling data is clustered based on user
requirements, enabling the dynamic discovery of
multidimensional concepts. To achieve this, the
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SHICARO (Semi-supervised Hierarchical
Clustering based on ranking features using
Ontology) approach is employed.

Finally, the discovered multidimensional
concepts enrich the NoSQL data warehouse
schema to ensure schema evolution. However, it's
important to note that in this work, the schema
definition rules for the data warehouse are
overlooked, and the proposed model is not
adaptable to the substantial volume of social data.

3.6 Approach Proposed by (Moulai and Drias
2018)

In their work, Moulai and Drias [18] introduced a
specific type of data warehouse named
"Information Warehouse," primarily designed with
information fact tables. The authors put forth a
generic information warehouse architecture
intended for the storage and analysis of various
information sources, including scientific papers,
press articles, and social media.

The outlined infrastructure is then applied to the
case of Twitter, where a multidimensional
information model is defined. The collected
information flow is subjected to analysis using the
A-priori algorithm, a data mining technique, to
uncover association rules indicative of the topics
discussed in the Twitter collection. The results
obtained are promising, confirming the potential of
the proposed paradigm.

However, despite the robust foundation of their
approach for identifying a multidimensional
structure suitable for social media data, the authors
did not emphasize the semantics of the analyzed
text in favor of a specific application domain.
Additionally, they did not address the challenges
related to the volume and velocity of social
media data.

3.7 Approach Proposed by (Jenhani et al.
2019)

In their work, the authors in [19] introduce a large-
scale system designed for structured information
extraction from streaming and voluminous social
media text, with the aim of easily integrating this
information into a data warehouse.

They implement a novel approach within a
large-scale architecture comprising Storm and

Hadoop for extracting events from streaming social
media text. Leveraging Storm's real-time
processing capabilities; they collect tweets from
the Twitter Streaming API and employ clustering
techniques for data filtering.

To facilitate this process, the authors propose a
snowflake schema for modeling event data. This
schema enables both independent analysis of
social media events and their integration with the
existing enterprise data warehouse.

Additionally, the authors utilize the power of
Hadoop for batch processing of large volumes of
data, focusing on structured information extraction,
specifically entities and events.

This entire process is considered a data
preparation stage preceding the well-known ETL
(Extract, Transform, Load) process. Once events
are extracted, they can be loaded into the Social
Media Data Warehouse (SMDW) using any ETL
tool, and standard OLAP, data mining, and Bl tools
can be employed for further analysis.

For the data warehouse design, the authors
propose a customized conceptual model
specifically tailored for event data type modeling.
This multidimensional design allows for the
separate analysis of social media events and their
integration with the existing enterprise data
warehouse (EDW) data, enabling more accurate
analysis. The connection between the SMDW and
the EDW is facilitated through the addition of an
intermediate bridge table.

3.8 Approach Proposed by (Ben kraiem et al.
2020)

In their work, [20] applied data warehousing
technology to facilitate a comprehensive analysis
of massive data volumes generated by the Twitter
social network. They introduced a
multidimensional model dedicated to online
analytical processing (OLAP) of data exchanged
through tweets.

The model comprises a set of facts and
dimensions constructed from the structure of
tweets, designed to be generic and not limited to
predefined analytical requirements, thus offering
broad analytical potential and capacity to address
ad-hoc needs. Special considerations were given
to the specifics of tweet data, including links
between tweets and tweet responses. To
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accommodate this, the authors extended the
concept of a fact by proposing a new type named
“reflexive fact’, allowing connections between
instances of the fact table and one or several
instances of the same table.

Various options for enriching the
multidimensional model were suggested, such as
adding new elements like measures and
hierarchies. To validate their proposals, the
authors developed a software prototype called
TweetOLAP, demonstrating through extensive
experimentation how the resulting data warehouse
can be used for various analytical tasks.

Additionally, a solution based on five OLAP
operators was proposed to support analyses
considering the specificities of the proposed
multidimensional model called
“Tweet Constellation”.

In a related work [21], facing large volumes of
data with a significant amount of missing data, the
researchers proposed extended versions for
conventional OLAP operators, namely Null-
Drilldown, Null-Rollup, and Null-Select. These
extended operators process OLAP queries on
datasets with missing data, providing options for
handling missing data in analysis results.

The researchers introduced the options of All,
AllnuiLast, or Flexible, with AllnuiLast reorganizing the
multidimensional table by moving non-significant
rows to the bottom and Flexible displaying
percentages of non-null data. Furthermore, to
exploit the reflexive relationship on fact instances,
two specific OLAP operators, FDrilldown and
FRollup, were proposed.

These operators facilitate intuitive navigation
between different levels within the fact, catering to
decision-making applications and enabling diverse
analyses by showcasing how information
propagates through each tweet.

4 Building Data Warehouse for
Opinion Analysis

Sentiment analysis, also known as opinion mining,
involves the computational study of opinions,
sentiments, and emotions expressed in text. The
integration of opinion data has become a
prominent topic in various research communities,
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notably  within  Data
Decisional Support.

The aim of this section is to thoroughly examine
the existing approaches for integrating sentiment
analysis into the schema of data warehouses.
Specifically, we scrutinize the research conducted
by the most notable authors [22, 23, 24, 25, 26, 27,
28, 29, 30] which are the most representative
works.

Warehousing and

4.1 Approach Proposed by (Moya et al. 2011)

[22] introduced a multidimensional data model
designed to integrate sentiment data extracted
from Web 2.0 customer opinion forums into the
corporate data warehouse.

This model comprises two  primary
components. The first part focuses on corporate
information, sourcing data from internal documents
and company databases through traditional
Extract, Transform, and Load (ETL) processes.
Corporate facts in this section typically encompass
standard Business Intelligence (Bl) measures such
as sales and profits.

The second part is dedicated to sentiments
within the data warehouse, containing information
derived from user reviews on products obtained
from opinion forums. This part operates at two
levels of granularity: the overall sentiment
regarding the product and specific sentiments
about the product's features, as mentioned by
users in their opinion posts.

The initial step in the proposed approach
involves gathering customer opinions from the web
to identify products that have been subject to
customer feedback. Subsequently, the authors
identified potential features influenced by opinion
words. They compiled a list of opinion words
through the intersection of adjectives from two lists,
manually verifying and supplementing it with
adverbs and verbs of context-independent polarity.

The second step involves classifying potential
features based on their importance, determined by
both functional relevance and feature frequency
[31]. Finally, the authors suggested calculating
characteristics of synonym groups using the
Jaccard distance function, which considers both
the lexicon and overlapping word synonyms.



ISSN 2007-9737

Building a Data Warehouse for Social Media: Review and Comparison 27

4.2 Approach Proposed by (Costa et al. 2012)

[23] introduced an architecture that emphasizes
the integration of social networks and sentiment
analysis with user decision-making processes. The
primary focus of this work is on extracting data from
Twitter and applying sentiment analysis to
generate a data warehouse.

The proposed software architecture, named
Online Social Networks Business Intelligence
(OSNBIA), is structured as follows: (1) Social
Networks Crawling: Utilizing application
programming interfaces (API) provided by Social
Network Sites, the authors retrieve tweets
containing the text “lenovo ThinkPad”. (2) Data
Cleansing: In this phase, inconsistencies in the
data are corrected before moving on to the
next step.

Aspects such as completeness, consistency,
validity, conformity, accuracy, and integrity are
addressed. For missing data, the constant 'NOT
AVAILABLE' is used to fill attributes when certain
data attributes are inaccessible or lack content. (3)
Analysis using Mining Algorithms: With the cleaned
data, [23] employed link mining and opinion mining
algorithms to identify the sentiments expressed in
58,906 tweets.

New attributes resulting from this analysis are
added to the tables, creating an analyzed data
repository that is inserted into the data warehouse.
(4) Data Warehouse Insertion: The researchers
then inserted these files into a data warehouse to
analyze the sentiments expressed in tweets
relative to sales performance.

Following the generation of the data
warehouse, QlikView was utilized to develop a
Business Intelligence (Bl) analysis application,
providing greater flexibility for data analysis.
However, it is important to note that a drawback of
this approach is the absence of a data
warehouse schema.

4.3 Approach Proposed by (Rehman et al.
2013)

[24] extends their previous work [13], aiming to
enhance Online Analytical Processing (OLAP) for
multidimensional analysis of data from social
networks. The extension involves integrating text
mining methods, opinions, and knowledge

discovery techniques with a data warehousing
system. The researchers initiate the process by
identifying the facts, measures, hierarchies, and
dimensions of the Twitter data warehouse.

This proposed data warehouse adopts the
aggregation-centric multidimensional data model,
facilitating drill-down and roll-up operations.
Subsequently, the researchers enrich and extend
the social media dataset to provide new analytical
aspects for business analysts. Text and opinion
mining algorithms, along with sentiment analysis,
are applied to support both exploratory and
predictive analysis of social media data.

Two APIs, namely AlchemyAPI for sentiment
analysis and OpenCalais for topic extraction and
concept tagging, are utilized to ensure uniformity of
results. Using decision tree classifications, the
authors mine the dataset for features classifying
tweets into multiple popularity classes, considering
hashtags, sentiment, and user popularity as input
features for the model.

In the final stages, the researchers modify
concepts related to slowly changing dimensions as
presented in [6]. They update the name and screen
name attributes by replacing existing data with new
ones, focusing on changes in dimensions and
hierarchies within the data warehouse. The ETL
process (extraction, transformation, and loading) is
repeated each time new data are uploaded into the
data warehouse.

The resulting data warehouse was used in an
attempt to perform analyses during the 2012
European Football Championship final played
between Spain and lItaly on July 1, 2012.

4.4 Approach Proposed by (Walha et al. 2016)

[25] introduces the integration of social opinion
data in multidimensional design, combining
sentiment analysis techniques and Extract,
Transform, Load (ETL) design to present a novel
approach for social ETL design. The researchers
define a lexicon opinion analysis approach that
extracts sentiment polarity from informal text
expressed on the Twitter social network.

They propose a new algorithm, POLSentiment,
based on lexical resources to extract opinion words
and emoticons from tweets and then determine
their positive or negative polarity. The process
involves the following steps: (1) Creating an
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Opinion Dictionary: The researchers construct an
opinion dictionary based on the AFINN word list,
specifically designed for microblogs and
considered a standard for opinion analysis.

This dictionary includes 2477 English words
and phrases. They further enrich the dictionary
with a list of positive and negative opinion words,
sentiment words for English, and emoticons. (2)
Automatic Lexicon-Based Method: The
researchers propose an automatic lexicon-based
method to determine tweet polarity based on the
opinion lexicon used in the tweet, which includes
emoticons and opinion words. (3) Tweet
Preprocessing: This step involves cleaning the
tweet by removing diacritics, useless characters,
URLs, repetitive characters, etc. (4) Tweet
Tokenization: The text is segmented into words,
phrases, and symbols called tokens. (5) Detecting
Tweet Polarity: This process determines whether a
piece of writing is positive, negative, or neutral.

The authors extract the opinion lexicon used in
the tweet, including opinion words, their modifiers,
and emoticons. The lexicon is determined from
previously defined opinion and emoticon
dictionaries. The POLSentiment algorithm is then
used to calculate tweet polarity and perform
opinion analysis. (6) Loading Step: In the final step,
opinion analysis subject and axes are defined in a
Data Warehouse Bus (DWB) star schema, which
includes dimensions, measures, facts, attributes,
and parameters.

4.5 Approach Proposed by (Ahsene Djaballah
et al. 2019)

In 2019, Ahsene Djaballah et al. [26] introduced an
approach for analyzing terrorism-related activities
in social networks through the utilization of data
warehousing and OLAP analysis.

The architecture of their proposed approach
comprises five layers: (1) the data source layer,
which is represented by available APIs for
searching social network data and their metadata,
including external sources such as location data;
(2) the ETL layer, responsible for extracting data
from  heterogeneous  sources, performing
necessary treatments and cleanings using text
mining techniques, and loading the processed data
into the data warehouse; (3) the Data Warehouse
layer, characterized by a star multidimensional
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model designed for analyzing business processes;
(4) the analysis layer, incorporating an OLAP
server that translates users' queries into requests
on the data warehouse and provides results to
decision support tools; and (5) the presentation
layer, consisting of reporting tools for different
visualizations of the analysis layer.

The researchers implemented their approach
on the Twitter social network, employing the FEEL
dictionary (a French Expanded Emotion Lexicon)
for sentiment analysis to determine positive
scores, specifically tweets inciting terrorism.
However, a drawback of this approach is its
reliance on a single type of social media, and the
proposed model may not be adaptable to the vast
amount of social data.

4.6 Approach Proposed by (Valéncio et al.
2020)

[27] introduced a normalized data warehouse
schema designed for modeling social media data
originating from two distinct platforms, Facebook
and Twitter. This normalized data warehouse
model aims to eliminate redundant data storage by
focusing on quantitative attributes from
publications on social media, thereby enhancing
the efficiency of data mining algorithms and
reducing execution time.

The authors presented the Configurable Load
and Acquisition Social Media Environment
(CLASME), a tool facilitating data preparation from
Facebook and Twitter to wuncover valuable
knowledge and support analysts in decision-
making. The ETL (Extract, Transform, Load) phase
involves obtaining data from various sources,
followed by data cleaning and standardization
during the transformation phase, depending on the
application's objectives.

The load phase maps and stores the
transformed data into the appropriate section of the
data warehouse, known as Data Mart.
Subsequently, qualitative data are categorized as
positive, negative, or neutral, and opinions about
the posts are determined before loading
quantitative data.

Once the ETL and data warehousing processes
are complete, data mart algorithms are applied
during the data analysis phase to validate the
classification model. Finally, the results obtained
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are interpreted to facilitate the decision-

making process.

4.7 Approach Proposed by (Gutiérrez-Batista
et al. 2021)

[28] aimed to enhance decision-making based on
a substantial volume of text extracted from social
media, spanning various topics and timeframes, by
introducing a fuzzy sentiment analysis dimension.
The authors employed OLAP for text storage and
extraction within their multidimensional model.

The fuzzy dimension's hierarchy levels
encompassed five tiers, ranging from the most
general to the most specific. Texts underwent
clustering, sentiment scores were assigned, and
Fuzzy Logic was applied for processing. Tools like
Text Blob and VADER, known for their efficacy with
social texts, were utilized as unsupervised tools to
ensure a more generic applicability.

A comparative study conducted on real tweets
and movie reviews, employing six machine
learning algorithms, demonstrated the high
performance and accuracy of this method. The
proposed approach involves four primary
processes. Initially, a Fuzzy Sentiment Dimension
is created from texts extracted from social
networks to facilitate multidimensional
sentiment analysis.

Subsequently, an automatic process of
document clustering is established, considering
the sentiments expressed in the texts. Sentiment
evaluations are automatically assigned to each
document using linguistic labels, and a hierarchical
structure is constructed to enable sentiment
analysis at different granularity levels.

An adaptive process is then developed for the
automatic selection of linguistic labels and the
definition of membership functions for these labels.
Finally, storage and query extensions are defined
to support the Fuzzy Sentiment Dimension.

The first extension allows the definition of
structures such as cubes, dimensions, hierarchies,
and levels to facilitate fuzzy multidimensional
analysis of users' opinions.

The second extension enables querying the
Fuzzy Sentiment Dimension by defining operations
in the multidimensional model, such as roll-up and
drill-down. The notable advantage of this method
lies in its fully automated and unsupervised nature.

4.8 Approach Proposed by (Moalla et al. 2017,
2022)

In 2017, Moalla et al. [29] propose a new method
of opinion analysis based on machine learning that
determines the polarity of users ‘comments shared
on different social media. The latter will be
integrated in the ETL (Extract, Transform and
Load) process to analyze the users' opinions.

The proposed method is based on the n-grams
technique to construct a semi-automatic dictionary
for positive and negative keywords that is used in
the learning phase to establish the prediction
model. In addition, they propose a new features
vector specific for social media for classifying the
comments as positive, negative or neutral.

The evaluation results performed on the both
publicly data sets Stanford Twitter Sentiment
(STS) and Sanders dataset showed a high
accuracy level. In 2022, [30] presented an
extension of their previous work. They propose a
new approach for building a data warehouse from
social media for opinion analysis.

The proposal consists of four phases: Data
extraction and cleansing, Transformation, loading,
and analysis. They have presented the different
stages of data extraction and cleansing. These
steps are intended to model data marts for each
social media. In the transformation phase, the
authors have detailed the mapping and merging
step to obtain a generic data warehouse schema.

In addition, they have summarized the opinion
analysis step. After that they presented the
implementation of a data warehouse under a
database NoSQL- oriented documents. Finally, in
the analysis and reporting steps, they performed
some queries on our data warehouse.

5 Building Data Warehouse for Social
Business Intelligence

Business intelligence (Bl) is the set of devices, the
querying tools and the data analysis used to drive
a company and help it in the decision making.
Today, Bl decision-making processes are informed
by social media pattern. Social networks are an
essential aspect of the information infrastructure.
These social media sites have attained an
unparalleled degree of penetration for users,
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customers, and enterprises to provide the
professional environment with a valuable
information source.

In this context, a novel area known under the
name of Social Business Intelligence (SBI)
appeared which refers to the discipline that aims at
combining corporate data with user generated
content (UGC) to let decision makers analyze and
improve their business based on the trends and
moods perceived from the environment [33].

The purpose of this section is to study in depth
the proposed existing approaches dealing with
behavior analysis. More precisely, we examine
these works of [32, 34, 35, 36, 37, 38, 40].

5.1 Approach Proposed by (Gallinucci et al.
2013, 2015)

In 2013, Gallinucci et al. [32] focused in their study
on the social business intelligence, which enables
to combine corporate data with the user-generated
content (UGC) to help the decision makers to
improve their company and aggregate subjects at
different levels.

Therefore, they proposed to model topic
hierarchies in ROLAP systems called meta-stars.
This approach is based on the combination of the
traditional dimension tables and the navigation
tables to deal with the dynamics of the subject
area. Gallinucci et al. [32] introduced the
architecture for SBI (social business intelligence)
that integrates both the corporate data and the
sentiment data of the Web users (UGC).

In the implementation of this architecture, the
researchers manually defined the topics and roll-
up relationships. After that, they presented a cube
to analyze the sentiments expressed by the Web
users. Furthermore, they defined a set of
relationships between the topics in the hierarchy
roll-up. In fact, they proposed to model topic
hierarchies on ROLAP platforms combined with
classical dimension tables and with recursive
navigation tables.

Then, they extended the obtained result by
using meta-modeling called meta-stars. Therefore,
the authors tested some OLAP queries to evaluate
the performance of meta-stars against star
schema. In fact, they noted that meta-stars are
better in terms of space efficiency and query
expressiveness and lower in terms of time.
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In [33] improved their work by extending their
meta-stars model. Firstly, they took non-covering
and non-strict hierarchies. Secondly, they dealt
with the techniques of slowly changing topics and
levels. Thirdly, they supported the semantics
queries on topic hierarchies.

Finally, they evaluated the meta-star approach
proposed on wider set of tests. Nevertheless,
these works are limited to the use of one type of
social media. Additionally, the proposed model is
not adaptable to the huge amount of social data.

5.2 Approach Proposed by (Francia et al.
2014)

The authors of [34] propose an iterative
methodology for designing and maintaining SBI
applications that reorganizes the activities and
tasks normally carried out by practitioners. They
proposed architecture for the SBI process where
the information resulting from clip analysis is stored
into a data mart in the form of multidimensional
cubes to be accessed through OLAP techniques.

This architecture is composed of six features:
(1) An ODS (Operational Data Store) that stores alll
the relevant data about clips, their topics, their
authors, and their source channels; to this end, a
relational database is coupled with a document-
oriented database that can efficiently store and
search the text of the clips and with a triple store to
represent the topic ontology.

(2) A data mart that stores clip and topic
information in the form of a set of multidimensional
cubes to be used for decision making. (3) A
crawling component that runs a set of keyword
based queries to retrieve the clips (and the related
meta-data) that lies within the subject area.

(4) An ETL (Extraction, Transformation, and
Loading) component that turns the semi-structured
output of the crawler into a structured form and
loads it into the ODS, and then periodically extracts
data about clips and topics from the ODS to load
them into the data mart. (5) A semantic enrichment
component that works on the ODS to extract the
semantic information hidden in the clips, such as
the topic(s) related to the clip, the syntactic and
semantic relationships between words, and the
sentiment related to a whole sentence or to each
single topic it contains.
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(6) An OLAP front-end to enable interactive and
flexible analysis sessions of the multidimensional
cubes. The disadvantage of this approach is the
lack of data warehouse schema.

5.3 Approach Proposed by (Kurnia et al. 2018)

In the same context, Kurnia et al. [35] developed a
business intelligence dashboard to observe the
performance of each Topic or channel of news
posted on Facebook and Twitter. For this reason,
a data warehouse model and software for the
business intelligence system are designed and
implemented. The architecture of the proposed
system is composed of four stages.

Firstly, data collection is extracted from
Facebook and Twitter through the API available on
each platform. Secondly, content analysis used
text classification techniques like Naive Bayes,
Decision Tree and SVM to attribute a category or
class to the data retrieved based on the
characteristics of the document.

But before going into the classification
algorithm processing, the data will go through the
preprocessing stage such as case folding,
tokenizing, filtering, and stemming to eliminate
data noises. Thirdly, the Data warehousing design
method used is [6] method which there are 4
stages that must be passed in the design of data
warehouse that is select the business process,
declare the grain, identify the dimensions, and
identify the facts.

Therefore, a star schema model is proposed to
show the number of comments, tweets, likes, etc.,
for each topic. Fourthly, the design of business
intelligence with the Carlo Vercellis method, where
in this method there are four main phases, namely
analysis, planning, planning, implementation and
control. Nevertheless, the proposed model is not
adaptable to the huge amount of social data.

5.4 Approach Proposed by (Girsang et al.
2020)

Similarly, [36] presented a Business Intelligence
application dashboard using a data warehouse to
provide a solution for powerful, effective, and
limitless news sources to the journalistic
community. The proposed approach is divided into
four main phases. The first phase is the data

collection which consists of collecting data from
selected Social Media Platforms.

Data retrieval will be carried out periodically by
crawlers who have been created with the Social
Media API Token input. Thus, the results of data
retrieval will be saved on the database as raw data.
The second phase is content analysis s including
retrieving data for content analysis from each data
on each Social Media platform. Then, the data is
processed for text classification using SVM into 10
news categories.

The results of text processing will be stored in
the database as analysis data. The third phase is
the data warehouse process. This is done by
defining the transformation and loading
procedures of the ETL process.

Finally, the last phase is the client side. A
business intelligence dashboard is created when
the data is stored which can help journalism in the
analysis of news information. The disadvantage of
this approach is the use of one type of social
media. Additionally, the proposed model is not
adaptable to the huge amount of social data.

5.5 Approach Proposed by (Mouyassir et al.
2021)

The authors of [37] presented an analysis of the
applicability of social media in Bl that helps
businesses to get a global and well-defined
perception of consumer's sentiments and
emotions. This process aims to analyze data
according to several important components. The
first step in this process is data collection.

The researchers use Apache Flume as data
collection tool. In this second step, they deal with
the data cleaning, including several errors that
require filtering and sorting, discarding irrelevant
data, meaningless data, eliminating redundant
data. The third stage includes evaluating the
quality of the social media data after it has been
filtered, and using text classification.

Mouyassir et al. used a set of text classification
algorithms like SVM, Decision Tree. The fourth
step is store data. At this phase, the data will be
processed in a data warehouse in a distributed and
non-volatile method. Then, the authors use the
NoSQL language to collect all the data that has
been deposited in a distributed manner.
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Finally, reports are created as part of this pre-
process to help the end-users understand the
results. These end-users would be able to get a
better understanding of consumer behavior,
allowing them to interpret the data and making
it understandable.

Reporting is about transforming data into
information, while analysis is the process of
transforming  information  into  knowledge.
Nevertheless, in this work the schema definition
rules of data warehouse are ignored. Besides, the
authors have not specified a type of social media.
Therefore, the proposed approach can be used
only for ensuring a special treatment.

5.6 Approach Proposed by (Aramburu et al.
2021)

[38] define the special requirements of the analysis
cubes of a Social Business Intelligence (SoBl)
project. They present a new data processing
method for SoBl projects whose main contribution
is a phase of data exploration and profiling that
serves to build a quality data collection with respect
to the analysis objectives of the project. The
authors propose a new data processing
methodology that consists of three main phases:
Collection Construction, Data Preparation and
Data Exploitation (see Figure 1).

The first phase is the construction of a collection
of tweets through an exploratory process executed
by the user and directed by the quality of the
recovered data. When a quality data collection is
ready, in the data preparation phase, the facts of
the analytical cubes are extracted from the posts
and then exploited in the last phase of the process.

During the Collection Construction phase, the
user executes some data exploratory and profiling
tasks to assess and improve data coverage and
data quality until obtaining a quality collection that
meets the project's analysis objectives. More
specifically, this phase consists of two
complementary and iterative tasks: Evaluating the
subject coverage of the collection with respect to
its topics and users and analyzing and improving
the quality of the collection by filtering the posts of
low quality or out of the scope.

In the Collections Construction and Data
Preparation phases, the processing of tweets to
extract the measures and values that serve both to
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clean the collection and to feed the analysis cubes,
can be made in different ways. Some values are
directly available in the tweets metadata, such as
post-date and number of followers of the user.
Other values can be calculated with a simple
processing like counting tweets over a period.
Evaluating the grammatical richness of a post is
executed by a process that calculates some textual
measures [39].

Finally, in the Data Exploitation phase, the
analysis cubes constructed by processing the
tweets collection can be stored into the corporate
Data Warehouse for future uses. OLAP
applications, or any other Business Intelligence or
Data Mining tools, can be applied to analyze and
extract new insights from these cubes. However, in
this work the schema definition rules of data
warehouse are ignored. Additionally, the proposed
model is not adaptable to the huge amount of
social data.

5.7 Approach Proposed by (Lanza-Cruz et al.
2023)

[40] propose a methodology for author profiling
(AP) in Twitter based on social business
intelligence roles. The method allows the
unsupervised construction of a labeled dataset that
serves as input to different text classification tasks.
They automatically build a training dataset from
unlabeled user descriptions by making use of the
multidimensional user profile knowledge model

provided by the analysts.

The proposed methodology relies on semantic
knowledge encapsulated in ontologies provided by
analysts at the commencement of a Social
Business Intelligence (SBI) project. From these
ontologies, basic linguistic information is extracted
to identify potential unlabeled user profiles.
Consequently, the generated training data are
directly associated with the concepts represented
in the knowledge multidimensional model, such as
users' roles.

This integration allows [40] to verify the
consistency and identify conflicts within the training
data. This approach contributes to the existing
body of knowledge by offering an integrated
perspective on ontologies and predictive models
for Audience Profiling (AP) in social networks.
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Table 1. A comparative study of data warehouse design approaches for behavior analysis

. Social Analysis —_—
Approach Modeling level ETL process media process Objectives Drawbacks
. Tools
Conceptual Logical used Language
Postgre . Leveraging a multidimensional star . . .
Bringay et Not SQL and Not . Classic model for the examination of tweets Utilizing a partial _modeling
Star schema N N Twitter OLAP ! N approach with a predefined data
al. 2011 mentioned  Pentaho mentioned and proposing relevant metrics
. operators ! . warehouse schema.
Mondrian conducive to knowledge exploration.
Text cube architecture is presented
. Classic  for analyzing human social and : :
Liu et al. Star schema N.Ot N.Ot N.Ot Twitter OLAP cultural behavior with the capacity to Insufficient - theoret_lcal
2012 mentioned mentioned mentioned - framework for opinion analysis.
operators develop predicton models and
perform analyses.
BaseX The authors propose an exhaustive
and Classic cube for OLAP analysis of tweets.
Rehman Not " Not ] - Absence of defined rules for
etal. 2012 X-DFM mentioned Microsoft mentioned Twitter OLAP The suggested model may be utilized schema.
sSQL operators  to complete any tasks based on the
Server mining or aggregation of data.
Cuuzzocr OLAP  technology used with
ea ot al Not Not Not Classic knowledge mining methods (i.e., The vast volume of social data
’ DFM ) A ) Twitter OLAP FFCA) to analyze multidimensional cannot be accommodated by the
2015, mentioned mentioned mentioned "
2016 operators  tweet streams of unstructured social suggested approach.
media data.
The suggested methodology makes
use of the established design
Yangui et X-DFM NOSsQL Not Not Twitter methods' maturity, the NOSQL Data The schema definition rules of
al.. 2017 Data base mentioned mentioned Base's scalability, and the capacity to data warehouse are ignored.
dynamically identify multidimensional
concepts using clustering algorithms.
A specific ”DW galled Information Absence of the semantic of
. Warehouse” which focused on
Moulai . } ’ analyzed text to the profit of a
and Drias.  Star schema Not Not Not Twitter semantic extraction and modeling. It specific  application domain
. mentioned mentioned mentioned is the structure which stores data S
2018 X . I Absence of volume and velocity
having meaning and significance ! ;
. . problems of social media data.
such as text, image, video, etc.
An approach in a large-scale the design process is not present
. architecture based on distributed . ign p N P
Jenhaniet  Snowflacke Not Hadoo! Not Twitter storage and parallel processing for " detail by presenting the rules
al. 2019 Schema mentioned P mentioned 9 P P 9 that lead to the data warehouse
event extraction from streaming
f X schema.
social media data.
The conceptual model takes into
Ben ci?tggdtigl JAVA and Not Extended ta\;/::g:in:e;he:)nsspeec;fhc(;tyr;fsgtwneet dg?ad The proposed model is not
kraiem et ptu ROLAP  ORACLE ¢ Twitter OLAP p 9 " adaptable to the huge amount of
constellation mentioned Proposal of new OLAP operators to B
al. 2020 10 operators . . social data.
schema deal with the specificities of the
proposed model.
Furthermore, the method is adaptable to poor results due to the redundant, often shared,

dynamic scenarios where semantic knowledge
requires updating to accommodate new roles or
dismiss others. In such instances, the method
constructs a new training dataset and develops
new predictive models based on the
updated knowledge.

Another noteworthy aspect of this approach is
that the utilization of user profiles, rather than their
posts or metrics, is deemed sufficient for
characterizing their business roles. Previous
methods, relying on posts and metrics, yielded

and

heterogeneous

network content.

nature of

social

The multidimensional AP approach addresses
the demand for analysis based on dynamic
dimensions inherent in social media. It aids
information systems in characterizing the audience
of popular topics and news.

However, a drawback of this approach is the
absence of a data warehouse schema.
Additionally, the authors concentrated on a specific
type of social media.
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Table 2. A comparative study of data warehouse design approaches for opinion analysis

. Social Analysis —_—
Approach Modeling level ETL process media process Objectives Drawbacks
. Tools
Conceptual Logical used Language
sQL The display of a sentiment-integrated
Mova et Constellation server Not Classic multidimensional data model.
Y Business ) web OLAP Sentiment data extraction yields a Lack of DW schema.
al. 2011 schema " mentioned - : :
Intelligenc operators  semantically rich data collection that
e Studio supports sophisticated queries.
The establishment of a business
Data . . . ] N
Costa et Manager Not Classic intelligence tool that combines social
- N Twitter OLAP network and sentiment analysis with Lack of schema definition rules.
al. (2012) and mentioned - .
operators  the decision-making processes of the
ORACLE
user.
BaseX The integration of opinion mining
Rehman . methods and knowledge discovery
and Classic " . ) . .
etal. X-DFM B Microsoft Not Twitter OLAP techniques into the data warehousing  Insufficient theoretical
2013et al. mentioned system, in order to perform framework for opinion analysis.
sSQL operators g . N X
2012 multidimensional social media
Server .
analysis.
An ETL design technique that
incorporates user opinions as given The massive volume of social
Walha et Star schem - N.Ot N.Ot Facebook N.Ot on the well-known social network data cannot be accommodated
al. 2016 mentioned mentioned mentioned X
Facebook. The list of each element of by the suggested.
the ETL process is defined.
Ahsene Classi Proposition of a data warehouse
assic i ini i
Djaballah  Star schema N.Ot Postgre - Twitter using data mining technque to Lack of schema definition rules.
etal. 2019 mentioned RDBMS OLAP analyze a related to terrorism in the
. operators  social network twitter.
The development of a social media
data integration model based on a
- . PostgreS data warehouse to reduce the Lack of atheoretical
Valéncio - Constelation Not QL9.5 - Facebook computational costs related to data approach for opinion
et al. 2020 schema mentioned y Twitter pu! pproa P
JAVA analysis, as well as supports the analysis.
application of techniques to discover
useful knowledge.
Creating a Fuzzy Sentiment
Dimension from texts extracted from
social networks that facilitates the
Gutiérrez- Twitter Extended multidimensional sentiment analysis The proposed
Batista Star schema - - Movie OLAP in social networks. model is not adaptable to the
reviews operators  Establishing an automatic process of huge amount of social data.
documents clustering, taking into
account the sentiments expressed in
the.
Microsoft
Moalla et sQL Facebook Proposmor) pf a techmgue for social i '
Server . media opinion analysis that uses Insufficient theoretical
al. 2017, X-DFM Presented - Twitter f . R - .
2022 and XML Youtube machine Ieaml_ng_ to determine the framework for opinion analysis.
(2017) degree of polarity in user comments.
MongoDB

6 A Comparative Study of the Existing
Approaches

Social media, as a burgeoning data source, has
introduced novel challenges in data analysis and
manipulation. The research landscape has
witnessed a surge in studies focusing on the
analysis of data extracted from social media,
leading to the emergence of new
analytical domains.
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However, a limited number of studies have
delved into the realm of multidimensional data
modeling of data warehouses derived from
social media.

Table 1 provides a comparison of behavior
analysis approaches, while Table 2 delineates a
comparative overview of methods integrating
sentiment analysis into data warehouse structures.

Table 3 presents a comparative analysis of
approaches integrating social business



ISSN 2007-9737

Building a Data Warehouse for Social Media: Review and Comparison 35

Table 3. A comparative study of data warehouse design approaches for social business intelligence

Approach

Modeling level

ETL process

Social
media

Analysis
process

Objectives

Drawbacks

Conceptual

Logi
cal

Tools used

Languag
e

Gallinucci
et al. 2013,
2015

Meta-star
schema

- Talend

Not
mentioned

Web

Model suggestion for ROLAP
platforms that considers topic
hierarchies

The ability to enable OLAP
queries with increasing
expressiveness and
complexity, starting ~ with
queries that solely use static
levels and progressing to
queries that take semantics
into account.

Topic and
relationships
defined manually.

roll-up
are

Francia et
al. 2014

Meta-star
schema

- MongoDB

Not
mentioned

Twitter

The proposal of an interactive
methodology for designing and
maintaining Social Business
Intelligence (SBI) applications.

Lack of
definition rules.

schema

Kurnia et
al. 2018

Star schema

Codelgniter
framework

Facebook
+ Twitter

Development of a business
intelligence  dashboard to
evaluate the performance of
each topic posted on
Facebook and Twitter.

Partial approach at
the

level
DW schema).

modeling
(fixed

Girsang et
al. 2020

Star schema

- Pentaho

Python
script

Twitter

The presentation of a Business
Intelligence application
dashboard employing a data
warehouse to assist and
provide the journalistic
community with a solution for
powerful, effective, and
limitless news sources.

The
model is

adaptable to
huge
social data.

proposed
not
the
amount  of

Mouyassir
et al. 2021

Meta-star
schema

- Apache Flume

NoSQL

Not
mentioned

An analysis of the applicability
of social media in Bl that helps
businesses to get a global and
well-defined  perception  of
consumer’s sentiments and
emotions.

Lack of
definition rules.

schema

Aramburu
et al. 2021

Star schema

Twitter

Building a quality data
collection in the data
preparation phase of Social
Business Intelligence projects.
A methodology that considers
collection construction as an
iterative exploration process in
which the user analyses the
current collection from the
point of view of the analysis
objectives and discovers clues
about how to improve it.

Lack of
Schema.

DW

Lanza-Cruz
et al. 2023

Constellation
schema

Twitter

The application of author
profiling (AP) in order to
characterize both the contents
generators and the audience
that is interacting with these
contents.

The
model is
adaptable to
huge amount 0.

proposed
not
the

intelligence into data warehouse schemas. Several
criteria are employed for comparison:

encompassing

constellation model, snowflake model, DFM, x-

conceptual

(star

Modeling level: Indicates the level of modeling,

model,

DFM, etc.) and

logical

MOLAP, HOLAP).

ETL process
Encompasses

the tools

models (ROLAP,

(extract—transform—load)
and modeling

languages employed in the ETL process.
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— Social media: Identifies the specific social
media platforms used as data sources.

— Analysis process: Reveals whether the
approach utilizes classic OLAP operators (drill
down, rollup) or defines specific operators.

— Objective: Provides a succinct overview of the
general idea behind each approach.

— Drawbacks: Describes the limitations and
shortcomings of each approach.

Upon examining the modeling level, it is
apparent that most approaches explicitly address
conceptual modeling, with [20] being an exception
as it presents both logical and
conceptual modeling.

Regarding the social media criterion, the
majority of approaches focus on a single social
media platform, such as Twitter, Facebook, or the
web. Only a few studies tackle the challenge of
modeling data warehouse schemas from multiple
social media platforms [29, 33, 35, 27, 28].

In terms of the ETL process criterion, which is
crucial in data warehouse construction, only [25,
36, 37]) explicitly address this stage. Notably, other
researchers do not provide a detailed definition of
the various functions of the ETL process, and
diverse tools are employed in this process.

Concerning the analysis process criterion, most
approaches leverage classical OLAP operators,
with a notable lack of specific operator definitions,
except for the approach proposed by [20], which
introduces new OLAP operators enhancing
existing solutions and dealing with missing values
and reflexive relationships on fact instances.

Each of the discussed approaches has its
strengths but also exhibits certain weaknesses.
Notably, existing design methods predominantly
focus on Twitter as a data source, neglecting other
social media platforms. The design process lacks
detailed presentation, particularly in defining rules
guiding data warehouse schema creation.

Despite the use of commercial tools for opinion
analysis in the reviewed approaches, there is a
noticeable absence of a theoretical framework for
opinion analysis. Moreover, only a few works have
concentrated on creating data warehouses under
Hadoop, MapReduce, and NoSQL databases to

Computacion y Sistemas, Vol. 28, No. 1, 2024, pp. 19-39
doi: 10.13053/CyS-28-1-4677

handle the voluminous and massive data
generated from social media.

To address these limitations, we propose a
novel approach leveraging data warehousing
technology to comprehensively analyze massive
data volumes from various social media platforms.
This approach aims to define a method for opinion
analysis within a decisional system and utilize
NoSQL databases to efficiently handle large
amounts of data and enhance the
analysis process.

7 Conclusion

In this work, we reviewed the research on social
media data warehouse architecture strategies. To
be more explicit, we discussed the fundamental
ideas behind data warehouses and social media,
and we classified social data warehouse design
methods into three groups, namely behavior
analysis, integration of sentiment analysis and
social business intelligence in data
warehouse schema.

Subsequently, based on the criteria we had
established, we offered a comparison of the
existing approaches. These criteria include
modeling level, ETL process, the used social
media, the objective and the drawbacks of each
approach. Although the contributions that have
been given are strong, they have significant flaws.

They may be summed up as the absence of
schema defining standards, the usage of just one
particular social networking platform, and the
exclusive reliance on relational databases for
storage. As future work, we intend to apply the data
warehousing technology to enable comprehensive
analysis of massive data volumes generated by the
most popular social media. We aim to propose a
multidimensional model dedicated to the on-line
analytical processing (OLAP) of the data
exchanged through social media.

We will ensure that this model is generic, that
is, not limited to a set of pre-determined analytical
requirements, which gives it a broad analytical
potential and capacity to respond to ad-hoc needs.
Besides, we will also take into account the
specificities of such data. It would be interesting to
define an approach enabling OLAP to keep up with
volatile data using the concepts of slowly changing
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dimensions to enable analysis of both the recent
state of data and any of its previous states. Also, it
would be interesting to define new OLAP operators
that take into consideration the specificities of data
extracted from social media.

These operators will allow facilitating the

interpretation of the results of the multidimensional
analyses on the tweets and their metadata. We
also expect to exploit the "Text Mining" techniques
in order to extract knowledge from data and
strengthen more semantics.
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Abstract. In the contemporary landscape, two-wheelers
have emerged as the predominant mode of
transportation, despite their inherent risk due to limited
protection. Disturbing data from 2020 reveals a daily
toll of 304 lives lost in India in road accidents involving
two-wheeler riders without helmets, emphasizing the
urgent need for safety measures. Recognizing the
crucial role of helmets in mitigating risks, governments
have made riding without one a punishable offense,
employing manual strategies for enforcement with
limitations in speed and weather conditions. In today’s
world of advancing technology, we can leverage
the power of computer vision and deep learning to
tackle this problem. This can eliminate the need for
constant human surveillance to be kept on riders and
can automate this process, thus enforcing law and
order as well as making this process efficient. Our
proposed solution utilizes video surveillance and the
YOLOv8 deep learning model for automatic helmet
detection. The system employs pure machine learning
to identify helmet types with minimal computation cost
by utilizing various image processing algorithms. Once
the helmet-less person is detected, the number plate
corresponding to the rider's motorcycle is also detected
and extracted using computer vision techniques. This
number plate is then stored in a database thus allowing
further intervention to be done in this matter by the
authorities to ensure penalties and enforce safety rules
properly. The model developed achieves an overall
accuracy score of 93.6% on the testing data, thus
showcasing good results on diverse datasets.

Keywords. Image dataset, YOLOv8, deep learning
model, object detection, image processing algorithms.

1 Introduction

The field of Artificial Intelligence (Al) encompasses
a diverse range of technologies and applications,
with its roots in creating intelligent systems
that can perform tasks that typically require
human intelligence.

One prominent subfield, Computer Vision,
focuses on endowing machines with the ability
to interpret and understand visual information
from the world, opening up possibilities for
applications in image analysis, video processing,
and augmented reality.

Within the realm of Computer Vision, the You
Only Look Once (YOLO) algorithm stands out as
a groundbreaking approach to object detection.
YOLO’s innovation lies in its unified, real-time
processing capabilities, achieved through a single
neural network that can simultaneously predict
bounding boxes and class probabilities for objects
within an image.

The influential paper introducing YOLO,
authored by Joseph Redmon and Santosh Divvala
in 2016 [16], has since garnered widespread
attention and has become a foundational reference
in the field of computer vision, influencing
subsequent developments and applications of
object detection technologies. The increasing
population of India in the last 30 years is leading to
the use of more vehicles.

Computacion y Sistemas, Vol. 28, No. 1, 2024, pp. 41-53
doi: 10.13053/CyS-28-1-4906



ISSN 2007-9737

42 Jyoti Prakash Borah, Prakash Devnani, Sumon Kumar Das, et al.

Fig. 1. A biker without helmet

Fig. 2. A biker with helmet

According to Statista, as of 2023, the current
population of India is 1.429 billion'. A study by
Financial Express found that the majority of India’s
population is middle-class, which is about 31% of
the population in 2020-2021 and is expected to
rise to 61% by 2046—472, a two-wheeler is the most
sought-after vehicle in India.

'Statista: www.statista.com/statistics/263766/total-populatio
n-of-india/
2Financial Express: tinyurl.com/56thtnfh
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Two-wheeler domestic sales rose from 13.57
million in the financial year 2022 to 15.86 million
in the financial year 20232, as suggested by data
from Statista. The increasing use of two-wheelers
without helmets and reckless driving is leading
to the deaths of riders. A news article by the
Times of India shows that, in the year 2021, 47,000
Indians died in two-wheeler accidents due to not
wearing helmets®.

Head injuries sustained by riders who do not
wear helmets are a major cause of these deaths.
Addressing this issue requires a comprehensive
approach that combines technology and law
enforcement. A study shows that using
surveillance cameras in traffic has led to decreased
road accidents.

Times of India reports that, in the state of Kerala
in India, the use of surveillance cameras led to a
decrease in accidents from 1,669 deaths in road
accidents from June 5, 2022, to October 31, 2022.
However, it dropped to 1,081 during the same
period in 2023 after the installation of Al cameras®.

A study found out that wearing helmets lowers
the death rate chances by 37% and the head injury
rate chances by 69% [10]. So there is a need
to automate the process of helmet detection for
proper law enforcement and to reduce deaths by
two-wheelers.

The implementation of an automated system
for monitoring helmet usage and identifying license
plate numbers of non-compliant two-wheelers is a
crucial step toward enhancing road safety. Al and
computer vision algorithms can analyze real-time
CCTV camera footage, enabling the detection of
riders without helmets and the retrieval of their
license plate numbers.

Our approach will be using state of the art
YOLOVS8 & model to extract the number plates of
the without-helmet bike riders and store them in
a database. This information can then be used
to enforce helmet usage regulations and educate
riders about the importance of helmet safety.

3Two-wheeler: www.statista.com/statistics/318023/two-wheel
er-sales-in-india/

4Times of India: tinyurl.com/mw9advuw

5Times of India: tinyurl.com/2twhyy25

8YOLOVS: github.com/ultralytics/ultralytics
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2 Related Work

Numerous domains, including pose detection,
decision-making, self-driving vehicles, computer
vision, and digital image processing techniques.
The wuse of deep learning models has
demonstrated success in a variety of fields,
including healthcare [18], social sciences [11],
earth sciences [2], etc.

R. Meenu et al. [12], carried out research where
they were performing helmet detection and number
plate extraction using Faster Region-Convolutional
Neural Network (Faster R-CNN). They used CCTV
footage and then split it into frames for analysis.
Their methodology was split into four stages:
motorcycle detection, head detection, helmet
detection, and then number plate detection.

They utilized image processing algorithms like
the Gabor wavelet filter to get accurate head
positions. They achieved an accuracy of around
92%, depending on the quality of the CCTV
cameras. However, cases of false detection are not
addressed in the solution. Kunal Dahiya et al. [3]
applied algorithms like background subtraction to
detect only moving motorcycles and deal with false
detection rates.

They also used Gaussian models to deal
with various environmental detection challenges.
Further, after extracting the foreground layer, many
image processing algorithms were applied, like a
noise filter and a Gaussian filter, and a binary
image was obtained. Furthermore, objects were
detected only based on a threshold area range that
can be likely classified as a motorcycle.

They used techniques like Histogram of
Oriented Gradients (HOG) and scale-invariant
feature transformation for feature extraction.
For classification, they used a Support Vector
Machine(SVM). To remove false detection, they
also consolidated the results using the information
from the past frames.

They achieved a frame processing time of 11.58
ms and a frame generation time of around 33
ms, implying high efficiency. However, there is
a lack of comprehensive evaluation on a diverse
range of datasets, thus limiting the generalizability
of the results.

Fig. 3. Example of the original image and various image
augmentations applied

Pushkar Sathe et al. [17] used yolov5 for helmet
detection with an accuracy of 0.995 mean Average
Precision(mAP) score [15]. They are using two
methods to check if the rider is wearing a helmet.
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Table 1. Total number of images from different sources

Sources Total Images

Outside the campus 12 videos collected

Online sources
including Google and 3600
news articles

Data from the private

repository of Roboflow 3155

Firstly, they check with the help of overlapping
boxes of the helmet, numberplate, and the person
and verify through a set of conditions if the person
is wearing a helmet or not. The second method
uses a range of motorcycle coordinates to check
for helmets. Finally, they are using EasyOCR for
character recognition of number plates.

However, this suffers from the lack of inclusion
of a diverse dataset to make the model more
generalizable. J Mistry et al. [13] used YOLOv2 for
first detecting persons in a frame, citing the better
performances in detecting a person rather than a
motorcycle of the model. It then proceeds to detect
the helmet, and if it is not found, then it goes for the
number plate.

For no number plate detected, the model infers
that the person detected is a pedestrian. The
model achieved a 0.9470 value accuracy for helmet
detection. However, this model also suffers from
generalizability as not all cases of numberplates,
riders, and helmet positions are discussed. M.M.
Shidore and S.P. Narote [19] worked on techniques
for efficient and accurate extraction of number
plates from vehicles.

They used image processing techniques like
histogram equalization and grey-scale conversions
to deal with low-resolution images. Candidate
number plate areas were extracted, and then true
number plate areas were extracted. Character
regions were enhanced, and background pixels
were weakened.

Further character segmentation is done to get
information about each number plate character.
Then, finally, SVM was used to classify each
character properly. The final results showcased
an accuracy of around 85%. However, there is
no mention of the dataset used for training and
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testing the system, which could be a limitation
in evaluating the performance of the proposed
approach. Waranusast et al. (2013) [21], in
their work suggested a four step process to
automatically identify motorcycles and determine
whether they are wearing helmets or not.

Utilizing machine vision methodologies, the
system employs algorithms to extract dynamic
entities from the scene, distinguishing between
motorcycles and other objects. Following this
differentiation, it proceeds to enumerate and
segment the heads of riders.

Subsequently, a comprehensive analysis is
conducted to determine helmet usage, facilitated
by a K-Nearest Neighbor (KNN) classifier. This
classifier utilizes distinct features extracted from
the segmented head regions to discern whether a
helmet is present or not.

Through this iterative process, the system
effectively identifies motorcyclists, segments
their heads, and evaluates helmet compliance.
However, the paper does not discuss the model
performance under different lighting conditions or
presence of occlussion.

Rupesh Chandrakant et al. (2022) [7] used a
pre-trained model that uses the YOLO algorithm to
detect whether the rider is wearing a helmet or not.
Weights were tweaked as per the requirements.
The authors created the dataset to ensure relevant
data availability.

An accuracy of 96% and a frame detection
time of around 1.35 sec were achieved. However,
there is a lack of diversity in the dataset, including
variations in lighting conditions, camera angles,
and different types of helmets, which may limit the
generalizability of the model.

V, Sri Uthra, et al. (2020) [20] presented
significant findings where the paper proposed a
motorcycle detection and classification method,
helmet detection and helmet detection, and license
plate recognition. Vehicle Classification was
performed using an SVM classifier.

Helmet detection was done by applying
Convolutional Neural Network (CNN) algorithms to
extract image attributes, followed by classification
using the SVM classifier. License plate
recognition was done using Optical Character
Recognition (OCR).
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Algorithm 1: Extract Number Plate From the Frame

Data: YOLO predictions for image or frame: predictions, YOLO class names: classNames, YOLO class
indexes: classIndexes, Image dimensions: imageWidth, imageHeight
Result: Cropped license plate regions and extracted text stored in a database
1 Initialize empty arrays: motorcycleBboxes, licensePlateBboxes, withoutHelmetBboxes;

2 foreach object in predictions do

3 Extract class index, x_center, y_center, bbox_width, bbox_height of the object;

4 Convert normalized YOLO coordinates to image coordinates using imageWidth and imageHeight;
5 Calculate bounding box lower left and upper right corner points (x_min, y_min, x_max, y_max);
6 if classNames|class index] is “motorcycle” then

7 \ Append (x_min, y_min, x_max, y_max) to motorcycleBboxes;

8 else

9 if classNames|class index] is “licensePlate” then

10 ‘ Append (x_min, y_min, x_max, y_max) to licensePlateBboxes;

1 else

12 if classNames|class index] is “withoutHelmet” then

13 ‘ Append (x_min, y_min, x_max, y_max) to withoutHelmetBboxes;

14 else

15 foreach motorcycleBbox in motorcycleBboxes do

16 foreach licensePlateBbox in licensePlateBboxes do

17 foreach withoutHelmetBbox in withoutHelmetBboxes do
18 if CheckInsideBoundingBox(licensePlateBbox, motorcycleBbox) and

20
21

CheckInsideBoundingBox(withoutHelmetBbox, motorcycleBbox) then
19 Crop the license plate region from the image;
Send the cropped license plate to an OCR for text extraction;
Store the extracted text in a database;

The system utilized background subtraction and
feature extraction using Wavelet Transform. The
accuracy for motorcycle classification is 93%, for
helmet classification is 85%, and license plate
recognition is about 81%. The paper, however,
didn’t mention computational requirements.

Adil Afzal et al. (2021) [1] introduce a deep
learning-based methodology for the automatic
detection of helmet wear by motorcyclists in
surveillance videos. Leveraging the Faster
R-CNN model, the approach involves two phases:
helmet detection using the Region Proposal
Network (RPN) and subsequent recognition of the
detected helmets.

Trained on a self-generated dataset from
three distinct locations in Lahore, Pakistan, the
methodology achieves a notable 97.26% accuracy
in real-time surveillance video analysis. Its
strengths lie in the effective utilization of deep

learning techniques, the accuracy afforded by the
Faster R-CNN model, and the realism added by
the use of a self-generated dataset from actual
surveillance footage.

However, limitations include the lack of
detailed information on addressing challenges like
low resolution and varying weather conditions,
limited generalizability to other locations or
datasets, and a lack of discussion on the
computational requirements and scalability of
the proposed methodology.

Further, Mamidi Kiran Kumar et al. (2023) [9]
use the YOLO Darknet deep learning framework
to automate the detection of motorcycle riders
wearing helmets from images, simultaneously
triggering alerts for non-compliance. Through
bounding boxes and confidence scores, the model
identifies regions of interest like riders, helmets,
and number plates.

Computacion y Sistemas, Vol. 28, No. 1, 2024, pp. 41-53
doi: 10.13053/CyS-28-1-4906



ISSN 2007-9737

46 Jyoti Prakash Borah, Prakash Devnani, Sumon Kumar Das, et al.

@ Video Input

h
o

No more frames found

» Frame Extraction

Next frame found

Check for the next frame Feed in fine tuned

yolowd model

Are any ohjects
oving detected?

"
]

Is there motor
cycle detected?

End

¥

Extract Number Plate
if found within the
motorcycle
coordinates

Is the rider
wearing helmet

¥

Save NumberPlate in

Y
A~

Database

Fig. 4. Flowchart of the proposed solution

The dataset used for training encompasses
a diverse collection of images with 80 object
categories, capturing a broad spectrum of
real-world scenarios. The strengths of the model
lie in its automated and efficient solution for helmet
detection, eliminating the need for manual checks,
and its utilization of the YOLO Darknet framework,
enabling real-time detection and alert generation.

However, the limitations include the absence
of detailed information on performance metrics or
eval